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This research tests the hypothesis that comprehension of human events will engage an extended semantic
representation system, independent of the input modality (sentence vs. picture). To investigate this, we exam-
ined brain activation and connectivity in 19 subjects who read sentences and viewedpictures depicting everyday
events, in a combined fMRI and DTI study. Conjunction of activity in understanding sentences and pictures
revealed a common fronto-temporo-parietal network that included the middle and inferior frontal gyri, the
parahippocampal-retrosplenial complex, the anterior and middle temporal gyri, the inferior parietal lobe in par-
ticular the temporo-parietal cortex. DTI tractography seeded from this temporo-parietal cortex hub revealed a
multi-component network reaching into the temporal pole, the ventral frontal pole and premotor cortex. A sig-
nificant correlation was found between the relative pathway density issued from the temporo-parietal cortex
and the imageability of sentences for individual subjects, suggesting a potential functional link between compre-
hension and the temporo-parietal connectivity strength. These data help to define a “meaning” network that in-
cludes components of recently characterized systems for semantic memory, embodied simulation, and visuo-
spatial scene representation. The network substantially overlaps with the “default mode” network implicated
as part of a core network of semantic representation, alongwith brain systems related to the formation ofmental
models, and reasoning. These data are consistent with a model of real-world situational understanding that is
highly embodied. Crucially, the neural basis of this embodied understanding is not limited to sensorimotor sys-
tems, but extends to the highest levels of cognition, including autobiographical memory, scene analysis, mental
model formation, reasoning and theory of mind.

© 2014 Elsevier Inc. All rights reserved.
Introduction

A significant portion of humanmental life is built upon the construc-
tion of perceptually and socially rich internal scene representations, or
mental models (Johnson-Laird, 2010). These models can be used for
reasoning, exploring specific memories of the past, planning for the
future, or understanding current situations that may be presented in
real-time through immersion in an actual life-activity scene, or more
passively, through reading, watching a movie or viewing a photograph.
It is possible that these mental models play an intricate role in generat-
ing predictions as part of perception (Friston, 2005), and that they are at
the core of meaning. In this context, embodied theories of meaning
argue that the human conceptual system is implemented in distributed
brain networkswhosemechanisms are shared by perceptual and action
in Research Institute, U846, 18

. Ventre-Dominey).
processing (Barsalou, 1999; Barsalou et al., 2003). In a review of the
neurophysiology of meaning, and the continuum from symbolic to em-
bodiedmodels, Binder andDesai (2011) argue that the semantic system
consists of both modality specific and supra-modal representations.
They advocate a semantic system which consists of multiple levels of
abstraction, grounded on sensori-motor and affective representations.
At themore abstract level, they highlight the important role of the angu-
lar gyrus, in the inferior parietal cortex near the temporo-parietal junc-
tion, as an abstract supramodal convergence zone (Damasio, 1989)
participating in the semantics of event concepts.

Such representations of meaning should be accessible by different
perceptual routes, including language and vision. Indeed, one of the
most basic problems of cognition is “understanding” or generating a co-
herent mental model from an image or sentence. This problem was at
the core of cognitive science in the 1980s (Jackendoff, 1987;
Johnson-Laird, 1981, 1987, 1988; Kintsch, 1988), with the challenge to
find the unified representation of meaning common to language and
vision. Behavioral research suggests indeed that language and vision
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interact thus in a common representation, as cross modal priming can
occur between pictures and words (Bajo, 1988).

Examining the possible neurophysiological bases of this relation be-
tween language and vision, Vandenberghe et al. (1996) observed signif-
icant overlap in brain activation when subjects read single words and
saw pictures of simple objects in semanticmatching tasks. The common
activation was seen in areas including the temporal parietal junction,
left middle temporal gyrus and inferior frontal gyrus. Recent studies
have examined the commonality between cognitive processing of
words and pictures in variety of tasks including priming (Kircher et al.,
2009), and brief masked presentation at the threshold of consciousness
(Van Doren et al., 2010). Because of their relatively restricted nature of
word and object stimuli, such tasks may not tap into the more elaborat-
ed processes of comprehension that would be elicited by richer stimuli.
For example, in the linguistic domain, as the structural complexity of the
input stimulus increases, so does the extent of activation. Xu et al.
(2005) thus demonstrated that as stimulus complexity increases over
words, sentences and narratives, there is an expansion of activity from
perisylvian language areas, to frontal operculum and temporal pole for
words and sentences respectively. Processing in a narrative sense
extended this recruitment to areas including precuneus, medial
prefrontal and dorsal temporo-parietal-occipital cortices. One could
imagine a similar expansion in the representation of meaning as
image stimuli increase in complexity from simple objects, to richer
spatial scenes (Harel et al., 2013).

From Vandenberghe’s early work on words and images
(Vandenberghe et al., 1996) to recent studies and meta-analyses of the
semantic system (Binder and Desai, 2011; Binder et al., 2009; Graves
et al., 2010; Vandenberghe et al., 2013) the cortex in the temporal-
parietal junction including the angular gyrus appears to play the role of
an integrating convergence zone in a distributed semantic network.

If such a network exists, allowing these brain regions to encode
meaning representations that may be extended in space and time, it is
likely that dedicated anatomical white matter pathways contribute to
the infrastructure for this distributed network. Diffusion tensor imaging
(DTI) provides a method for analysis of white matter pathways in the
living brain based on diffusion properties of water molecules within
these pathways (Makris et al., 1997). DTI has proven to be a potent
tool for examination of language-related white matter pathways
(Anwander et al., 2007; Frey et al., 2008; Friederici, 2009; Friederici
et al., 2006; Glasser and Rilling, 2008; Makris et al., 2005; Makris and
Pandya, 2009; Menjot de Champfleur et al., 2013; Sarubbo et al., 2013;
Saur et al., 2008, 2010; Turken and Dronkers, 2011). Catani and col-
leagues (Catani et al., 2005) used DTI to examine the organization of
one of the principal language-related pathways, the arcuate fasciculus
(AF) of the left hemisphere. They identified the classical pathway
connecting Broca’s region (in the territory of the inferior frontal gyrus)
and Wernicke’s region (in the territory of middle temporal gyrus), and
an additional previously undescribed indirect pathway passing through
inferior parietal cortex. They suggest that the indirect pathway, which
passes via parietal cortex, is involved in semantically based language
functions, while the direct pathway is involved in phonological lan-
guage functions. Their dissection of the indirect pathway highlights
the importance of this parietal area, characterized as Geschwind's terri-
tory in BA39/40, which Lichtheim (Lichtheim, 1885) referred to as a
concept center (Catani et al., 2005). Glasser and Rilling (2008) subse-
quently demonstrated distinct components of the AF with a superior
temporal gyrus (STG) pathway for phonological content and middle
temporal gyrus (MTG) pathway for lexical semantic content in accord
with Hickok and Poeppel (2004). Further investigating this connectivi-
ty, Frey et al. (2008) identified the link between BA45 and STG via ex-
treme capsule system, and BA44 with rostral inferior parietal lobe
(IPL) via the third branch of the superior longitudinal fasciculus
(SLF3). Additional pathways from this parietal territory that contribute
to language include the middle longitudinal fasciculus (MdLF) linking
STG and inferior parietal cortex/angular gyrus (Makris et al., 2009;
Menjot de Champfleur et al., 2013; Saur et al., 2010; Turken and
Dronkers, 2011), and the inferior fronto-occipital fasciculus (IFOF)
(Sarubbo et al., 2013; Turken and Dronkers, 2011). Indeed, frontal
terminations of IFOF reveal a multifunction pathway with a superficial
part that distributes information from posterior cortex (superior
parietal, TPJ, occipital extrastriate cortex) to pars triangularis and
opercularis in inferior frontal gyrus, and the deep component that pro-
jects to orbito-frontal, middle frontal cortex and dorso-lateral prefrontal
cortex (DLPFC) (Sarubbo et al., 2013). This TPJ/MTG area in the proxim-
ity of the semantic convergence zone of Binder (Binder andDesai, 2011)
is at the crossroads of multiple language related pathways including the
AF/SLF, the IFOF and the MdLF (Sarubbo et al., 2013; Turken and
Dronkers, 2011) that could contribute to its semantic integration
function.

The current research tests the hypothesis that comprehension of
human events will engage an extended semantic representation
system, independent of the input modality. In particular, if the
temporo-parietal cortex in the region of the angular gyrus is an integrat-
ing convergence zone for event representation as suggested by Binder
and Desai (2011), then this area should be activated when subjects un-
derstand sentences or images depicting events. Likewise, if this region
plays a privileged role in comprehension, then one would expect that
structural connectivity to this area would relate to comprehension. In
order to assess this we first characterize the fMRI response to the se-
mantic processing of visual scenes and sentences and then, by using
DTI tractography we investigate specific pathways within the activated
semantic network.

Previous functional imaging studies comparing linguistic and visual
input stimuli have tended to use relatively constrained stimuli (Van
Doren et al., 2010; Vandenberghe et al., 1996), rather than richer visual
scenes and sentences that would potentially tap more heavily into the
semantic system. In the current study, we make a compromise, by
using relatively complex stimuli. Most importantly, we use stimuli
that engage the semantic system by two separate input modalities –
scene vision vs. language.We combine functional and anatomical imag-
ing to identify a neural system for the representation of meaning at the
sentence and scene level, independent of the input modality.

The resulting event related fMRI experiment allows us to examine
the representation of meaning in two processingmodes, corresponding
to reading sentences, and seeing pictures (see Fig. 1). In both cases, the
stimuli (sentences or pictures) depicted rich human events or scenes. In
the sentence condition, example sentences include “Theman climbs the
ladder”, and “The little girl rakes the leaves.” In the picture condition,
the pictures were photographs depicting these same kinds of events.
For both the sentences and pictures, a protocol was employed which
ensured that subjects processed the sentence or picture stimuli. We ex-
amined fMRI results for sentence and picture comprehension, and the
conjunction of thesemodality dependent activations, in order to identi-
fy the common network. After the fMRI, while subjects were still in the
scanner we obtained DTI data that allowed us to characterize the
anatomical connectivity within the network, and establish the link
between such measures of connectivity and a behavioral measure of
comprehension.

Materials and methods

Subjects

Nineteen healthy, right-handed, native-French speakers with nor-
mal or corrected to normal vision participated in the study (11 male;
mean age: 23 years; SD: 5.36 years). No participant had a history of neu-
rological, major medical, or psychiatric disorder. The protocol was ap-
proved by the regional ethic committee (Comité de Protection des
Personnes Ile-de-France VII. Protocole de Recherche Biomedicale
#2008-A00241-54/1) and all participants gave their written informed
consent before the scanning session.



Fig. 1. Illustration of the paradigm showing the control (CP: Control Picture; CS: Control Sentence) and event (EP: Event Picture; ES: Event Sentence) stimuli and the timing of their pre-
sentation over 2 examples of pictures (A) and sentences (B) sessions. Questions (Q) are presented in 10% of the trials. One trial= One event or control stimuluswith or without question.
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Stimuli

The paradigm used in the study is illustrated in Fig. 1. 200 pictures
(Event pictures) of single persons (no negative emotional valence)
performing a common daily activity (e.g. reading, running, raking leaves,
eating) were collected from the Getty photo database (http://www.
gettyimages.fr/). 200 sentences (Event sentences) describing the sameac-
tions were generated such that the sentences corresponded to an equiva-
lent set of events as the pictures. Two sets of stimuli (A and B) were
generated, each composed of 100 pictures and 100 sentences. In order
to avoid subjects seeing both a given sentence and its corresponding
picture, stimuli were crossed, such that the 100 sentences in stimulus
set A corresponded to the 100 pictures from stimulus set B and vice
versa. The everyday events described/depicted by the stimuli were bal-
anced across static (reading, relaxing, watching) and dynamic situations
(climbing, sweeping, getting dressed), and this was counterbalanced
across the two stimulus sets.
Stimuli norming prior to scanning

During a pretest session, the 200 pictures were shown to 20 pilot
subjects who were instructed to produce a sentence describing the ac-
tion represented in the images. This yielded a 96% correspondence be-
tween produced sentences and actual sentence stimuli. Subjects also
evaluated the imageability of the sentences, from 1 (very difficult) to
5 (very easy). Subjects were instructed to rate how well they were
able to visualize the sentence, or how vivid their representation was.
This yielded a measure of 99% of sentences judged as easily imageable
(mean rating of 4 or higher). In addition to controlling the number of stat-
ic anddynamic events across the two stimulus sets, pictures and their cor-
responding sentences were matched in terms of age and gender of the
protagonists (equal numbers of adults/children and males/females).
Furthermore, sentences from the two sets were also matched in terms
of number of words and letters, grammatical construction (number and
type of verbs; transitive, intransitive, reflexive; number of prepositions,
adverbs, and adjectives), andword frequencywithin the Lexique 3.55 da-
tabase, using both book frequency and film frequency corpora. A sample
of images from one run (including 25 control and 50 test images) and
the 200 sentences are presented in Supplementary Materials 1 and 2. As
pictures were in either portrait or landscape orientation, sentences were
presented so as to have a similar vertical (text on 4 or 5 narrow lines)
or horizontal orientation (text on 2 longer lines) so as to reduce the differ-
ences in eyemovements between pictures and sentences. In order to sub-
tract low-level (non-semantic) processing in subsequent analyses,
scrambled images of the original pictures were generated as Control pic-
tures (with no identifiable semantic content), and scrambled strings of
letters were generated from the original sentences as Control sentences.
Thus, in both cases, comparable visual informationwas retained butwith-
out the semantic component.

Procedure

During the fMRI scanning session, 10 subjects were exposed to set A,
and 9 to set B. Each stimulus set was divided and presented in 4 blocks
or runs, two runs of 50 event pictures each, and two runs of 50 event
sentences each. Each of the four experimental runs (two runs of pictures
and two runs of sentences, random order) contained 50 event trials, 25
control trials and 8 probe questions, and lasted about 10 minutes. Dur-
ing a trial, a white fixation cross appeared on a black screen for 500 ms,
followed by a picture or sentence on a black background for 2 seconds,
and finally a blank black screen was presented for 2 seconds plus jitter
time (0–6 sec) before the next trial (Fig. 1). The subjects’ task was to
process sentences and pictures in order to be able to respond to a fur-
ther possible question. In order to maintain subjects’ alertness, on 10%
of trials subjects were asked if the current stimulus had previously
been seen and they had to respond with their right hand by pressing
on a buttom pad. If the response was positive, the previous occurrence
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was always one-back, and if not, the stimulus had not been previously
presented at any time during the experiment. The number of correct re-
sponses to these questions exceeded 95% indicating that the subjects
were attending to the stimuli.

Following the scanning, the subjects performed a behavioral test
similar to the pretest described above. In this test, the subjects’
imageability capability was assessed on a subset of 50 sentences: 25
from the list that they had just seen in the scanner, and 25 from the
list that the other half of subjects saw. As in the stimuli norming test
with separate subjects, the subjects provided judgments of imageability
on a scale of 1–5. Sentences were designed to be highly imageable, as
verified by the aforementioned pretest norming study. The lowest
rated sentences (Theman dives in the sand. The little girl spies through
the fence.) and the highest rated sentences (The youngwoman throws a
snowball. The woman is waiting for the bus.) both seem to evoke
relatively vivid representations. Thus, subjects’ mean ratings during
the post-scanner test were generally high, ranging from 3.46 to 5,
with 4 of 19 participants rating all 50 sentences as 5. Nonetheless,
these mean imageability ratings yielded enough variability to be subse-
quently used as an individual difference regressor in correlation with
DTI tract strength (see Supplementary Material Table 3 for full set of
sentences and subject ratings).

fMRI and DTI scanning

Functional and structural MRI data were acquired on a 3 T Siemens
Magnetom TrioTim scanner at Neurospin (CEA Saclay, Gif-sur-Yvette,
France). Blood oxygen level dependent (BOLD) fMRI signalwas recorded
during the four experimental runs. Whole brain coverage was obtained
with 38 transversal gradient echo-planar imaging (EPI) images
(repetition time: 2000 ms, echo time: 30 ms, flip angle: 76 degrees,
bandwidth: 2694 Hz per pixel, FOV: 192 mm2; voxel size: 3.0 mm3,
300 repetitions). A high resolution T1 weighted image of the
whole brain was acquired for later spatial coregistration (TR/TE: 2300/
2.98 ms; flip angle: 9 degrees; FOV: 256 mm2; 1.10 mm thick sagittal
slices). During the same session, 3 scans of 60 (19, 20 and 21) direction
diffusion images were acquired to allow reconstruction of white
matter pathways (TR/TE: 13000/93 ms; flip angle: 90 degrees; matrix
size: 128 × 128; FOV: 220 mm2; 1.70 mm thick axial slices, max.
b-value: 1500 s/mm2).

Data analysis

fMRI data
fMRI analysis was performed with the Statistical Parametric

Mapping software (SPM 5) running in the Matlab environment. The
functional images were realigned with respect to the first functional
image and corrected for slice acquisition timing referenced to the first
slice in each scan. The resulting volumes were spatially normalized to
fit to an echo planar imaging template in MNI (Montreal Neurological
Institute) space. The normalized images were then spatially smoothed
using an isotropic Gaussian kernel with a 8x8x8mm full width at half
maximum. For each participant, a design matrix was made with all
the stimuli onsets and separate regressors for the sentence and picture
modalities (Event and Control) and for the 6 estimated head move-
ments rotation and translation that never exceeded 2 mm. By using
the general linear model (GLM) (Friston et al., 1994), the individual
BOLD impulse responses were modeled with the hemodynamic
response function (HRF) and its derivative convolved with a delta
(event-related) function.

Task related BOLD changeswere estimated as linear combinations of
the individual regressors: ES: event sentences, CS: control sentences,
EP: event pictures, and CP: control pictures. In order to extract the
BOLD changes due to semantic processing of sentences and pictures,
we conducted contrasts between each modality and its respective
control i.e. ES N CS, EP N CP.
For the statistical group analysis, the individual contrast images
were then processed in a second–level random effects model by using
a one-sample t test in a group analysis of all the 19 subjects. The task re-
lated BOLD changes were extracted for each ES N CS and EP N CP for the
group at a voxel-based false discovery rate (FDR) threshold of p b .05
and with a minimum cluster size of 15 voxels (Ke = 15). To determine
the neural structures activated in common during the processing of pic-
tures and sentences, we performed a conjunction analysis based on the
Nichols’ procedure (Nichols et al., 2005) for the ES N CS and EP N CP con-
trasts at p b .005 uncorrected. By using the Brett transformation (http://
www.brainmap.org/icbm2tal/), MNI coordinates of the cerebral activa-
tion foci were transformed into Talairach stereotaxic atlas coordinates
(Talairach and Tournoux, 1988). In a supplementary analysis, in order
to differentiate the effect of the category of actions on the Event stimuli,
we conducted a second–level analysis using a 2x2 factorial model in the
19 subjects (see Supplementary Material 4).
DTI data
Image processing, alignment, and visualization were performed

with AFNI (Cox, 1996). Each diffusion-weighted image was aligned to
the skull-stripped T1 MRI, followed by correction of gradient orienta-
tions by the angular motion parameters (Leemans and Jones, 2009)
and computation of a diffusion tensor. Separately, the T1 MRI was
spatially normalized to a template (Montreal Neurological Institute
N27 brain) and the resulting 12-parameter affine transformationmatrix
was saved. A set of whole-brain deterministic pathways was saved in a
pathway database for further interrogation.

The native-space resolution of the output realigned diffusion-
weighted volumes (1.72 × 1.72 × 1.70 mm) was preserved for the
purposes of computing the set of whole-brain tractography pathways
(no Talairach transformation). Deterministic fiber tracking was used to
compute a native-space tensor in DTIQuery v1.1 software (Sherbondy
et al., 2005) with the streamline tracking algorithm (STT) and optimal
parameters (Basser et al., 2000), which included path step size of
1.0mm, seed point spacing at 2.0mm, fractional anisotropy termination
threshold of 0.15, angular termination threshold at 45 degrees,
maximum pathway length at 300 mm, and Euler’s method for STT
numerical integration.

The seed regions for the deterministic fiber tracking were extracted
from the t-maps of the fMRI randomeffects (conjunction analysis on the
group) where peak voxels in themajor clusters of activation were iden-
tified. Sets of tractography pathwayswere objectively isolated using the
following steps: 1) backward transformation of the fMRI group map
local maxima coordinates was performed for each subject to obtain a
native image space coordinate; 2) these coordinates were used to
place volumes of interest in DTI Query (VOI, radius = 5 or 10 mm de-
pending on the anatomy and the size of the functional seed regions);
3) pathways intersecting the VOI were saved as a native space binary
image volume for each subject. For each subject, the native space binary
image volume representing the set of tractography pathways
intersecting the VOI around the fMRI local maxima was transformed
to MNI space using the 12-parameter transformation matrix derived
from the T1 MRI spatial normalization procedure. This resulted in 19
single-subject image volume masks in the same standard coordinate
space. These volumes were then summed to create a single volume
map where the integer value at each voxel represents the number of
subjects who have tractography pathways passing through the given
voxel. A threshold was applied to this volume to visualize voxels
where at least 10 of the 19 subjects exhibited common tractography
connections.

DTI tract fiber density was calculated as the percentage of fibers
(ratio of the number of fibers for one tract to the number of the whole
brain fibers for one subject) for each determined pathway. The fiber
density was correlated with imageability ratings by using a regression
analysis on the 3 main identified pathways issued from the temporo-
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parietal cortex. The significant value was established at p b 0.017 with
Bonferroni corrections for multiple comparisons.

Results

FMRI results
Here we describe a voxel based analysis of the whole brain activa-

tion that was performed for (1) sentence processing and (2) picture
processing, and then (3) by a conjunction analysis of the sentence and
picture processing in order to identify a shared network (Nichols
et al., 2005).

Event Sentences vs Control Sentences (ES N CS)
As expected, a large predominantly left-hemisphere network dis-

tributed across frontal and temporal cortices showed more activity to
sentences than to the control non-word sequences, at FDR p corrected
b0.05 (Table 1 and Fig. 2). A large cluster of activated voxels was ob-
served bilaterally in the middle and superior temporal gyri, spreading
medially in the para-hippocampal gyrus (BA36) and dorsally in the an-
gular gyrus (BA39). In each hemisphere the peaks of temporo-parietal
activation were two-fold and were localized in BA 22 and 39 (Table 1
and Fig. 2). Rostrally, a small focus of activation included the left inferior
frontal lobe (BA46-45) of the classic perisylvian network involved in
sentence processing. This contrast also activated the premotor region
in the leftmiddle frontal gyrus (BA6) forming a small cluster (cluster ex-
tent Ke = 43) peaking at TAL −39,3,52. A slight activation (Ke b 15)
was also found bilaterally in the medial frontal gyrus (BA11). In addi-
tion, subcortically, the right caudate nucleus showed significant in-
creased activity in a large area extending ventro-dorsally (Ke = 131).

Event pictures vs control pictures (EP N CP)
Contrasting EP N CP activation at FDR p corrected b0.05 revealed an

extended occipito-prefrontal network partially overlapping with
sentence processing regions (Table 2 and Fig. 2). Significant activity
was found in the right associative visual cortex including the fusiform
and middle occipital gyri (BA19 and BA37) spreading bilaterally and
anteriorly in the precuneus, the temporo-parietal cortex (BA39 and
BA40) and the para-hippocampal (BA35,36) and retro-splenial (BA
29,30) cortical regions. Activity was also found in a small region of the
anterior cingulate cortex localized in BA 24 and 31 (Ke = 70). Finally,
the level of prefrontal cortex activity was also increased forming three
distinct clusters of substantial sizes in the left middle prefrontal gyrus
(BA6) and bilaterally in the medial orbitofrontal cortex (BA11-10) and
Table 1
Anatomical regions displaying significant activation revealedwhen sentences of event are
contrasted with the sequence of scrambled word control sentences.

Anatomical area BA x, y, z t-stat Ke

(ES N CS) P b 0.05 (FDR)
L middle temporal gyrus 21 −53 −9 −10 7.60 3442
L middle temporal gyrus 39 −42 −66 23 6.64
L parahippocampal gyrus 36 −33 −38 −8 6.63
R middle temporal gyrus 39 53 −69 26 3.89 132
R superior temporal gyrus 22 45 −46 11 3.34
R middle temporal gyrus 21 33 −40 8 2.89
R middle temporal gyrus 21 53 −7 −17 4.39 82
R middle temporal gyrus 21 50 −15 −7 3.03
L superior temporal gyrus 38 −50 14 −18 4.79 45
L middle frontal gyrus 6 −39 3 52 4.05 43
L inferior frontal gyrus 46 −56 29 7 3.41 21
L inferior frontal gyrus 45 −56 27 18 3.23
L medial frontal gyrus 11 −9 52 −13 3.16 11
R medial frontal gyrus 11 3 40 −17 3.13 12

R caudate 6 15 8 3.93 131
R caudate 9 9 −3 3.56
smaller (Ke b 15) in the inferior prefrontal gyrus (BA45-46) (Table 2
and Fig. 2).

Global conjunction of sentences and pictures: ES N CS ∩ EP N CP
Conjunction analysis of the sentence (ES N CS) and picture (EP N CP)

contrasts (Nichols et al., 2005) revealed a rich distributed fronto-
temporo-parietal network (Table 3 and Figs. 2 and 5). Common activa-
tion was identified in the left frontal cortex forming three small clusters
(Figs. 3 and 4A): (1) a two-fold cluster in the ventro-medial prefrontal
cortex (BA11) with a bilateral activation in the medial orbital cortex
(Ke = 27) spreading rostrally and dorsally in the left dorsal prefrontal
gyrus (Ke = 19), and (2) a more lateral activation (Ke = 21) was
localized in the left inferior frontal gyrus including BA46 and BA45 at
the limit with BA47. Interestingly, voxels activated in common for
sentences and images were observed in the premotor cortexwith activ-
ity peaking at Tal−42, 0, 53 in the middle prefrontal gyrus BA6 (Fig. 3).

In the more posterior temporal and parietal lobes, the conjunc-
tion analysis revealed large volumes of activation (Ke N 100). As
illustrated in Figs. 3 and 5, an extended volume of the retrosplenial
region (Ke = 1019) was significantly activated and was sub-divided
into 2main clusters: (1) one concerned the left parahippocampal region
with a peak of activation at TAL −33, −39, −12 (BA35-36) spreading
ventrally to the fusiform gyrus to include BA37 and (2) the other cluster
was large andmedial, overlapping the 2 hemisphereswith an activation
peaking at TAL −9, −57, 15 on the left and TAL 12, −51, 15 on the
right. This bilateral retrosplenial activity extended from the hippocam-
pus and cingulate gyri (BA 23,30) dorsally to the lingual gyrus (BA19)
ventrally (Figs. 5C–D).

The ES N CS and EP N CP conjunction analysis revealed several clus-
ters of activation in the lateral temporal lobe (Fig. 3): a small focus
(Ke = 19) at TAL −45, 16, −21 in the anterior temporal pole (BA38),
only in the left hemisphere and two bilateral foci localized in themiddle
temporal gyri (BA21). In the posterior part of the temporal lobe a bilat-
eral, symmetrical pattern of activation was centered in the middle
temporal gyrus (BA39) peaking at TAL −42, −66, 23 on the left and
TAL 53, −69, 26 on the right. While the peak of activation was in the
middle temporal gyrus on both sides (BA39), a substantial activation ex-
panded dorsally in the adjacent postero-ventral angular gyrus and ven-
trally in the inferior temporal sulcus, including the posterior part of
BA21. In the most antero-posterior extension, this cluster reached the
middle occipital gyrus including BA37 posteriorly and the superior tem-
poral gyrus including BA22. As shown in Figs. 3 and 5, this large cluster
activated in common between sentences and images involved the
temporo-parietal cortex with a larger extent in the left (Ke = 651)
relative to the right (Ke = 76) hemisphere. Interestingly, the right
medio-ventral caudate nucleus was significantly activated with a peak
of activation at TAL 3, 12,−6 (Fig. 4).

Diffusion tensor imaging and tracking results

In order to characterize the anatomical connectivity of this temporo-
parietal area that is activated during sentence and picture processing,
we placed a seed volume in this region, and performed a deterministic
tractography analysis. Fig. 6 illustrates a group map of white matter
tracts that reveals a multi-component network emanating from this
area. As illustrated, the multi-component network included a ventro-
lateral component, a medial component, and a dorsal component.
Fig. 6A illustrates the dorsal component reaching into the premotor cor-
tex, by way of the superior longitudinal fasciculus/arcuate fasciculus
(SLF/AF). Fig. 6B illustrates the medial component that reaches into
the ventral frontal pole, byway of the inferior fronto-occipital fasciculus
(IFOF). The ventro-lateral component illustrated in Fig. 6C reaches into
the temporal pole, by way of the inferior longitudinal fasciculus (ILF)
and middle longitudinal fasciulus (MdLF). What is remarkable about
the connectivity of this region is that it is at the crossroads of these



Fig. 2.Comparison of sentence (ES N CS), picture (EP N CP) and conjunction (ES N CS)∩ (EP N CP) contrasts. Activations are displayed on serial transverse sections in the stereotaxic space of
Talairach and Tournoux (1988) with slices location indicated at the lower side of each image. On the right: scale of the t values.

Table 3
Anatomical regions displaying significant activation revealed by conjunction analysis of
sentences vs control sentences (ES N CS) and pictures vs control pictures (EP N CP) con-
trasts. Anatomical localization and coordinates are based on Talairach and Tournoux’s ste-
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major white matter pathways. This can be further seen in Fig. 6D illus-
trating deterministic tractography in an example subject.

Correlation between pathway density and comprehension

The white matter pathways linked to the temporo-parietal area
involve an extended network, linking areas that are known to play
functional roles that could contribute to the processing of comprehen-
sion. In order to establish the potential functional link between compre-
hension and the density of this pathway, we analyzed the correlation
between the relative pathway density (number of fibers in the
temporo-parietal pathway/total number of fibers) for individual
subjects, and their sentence imageability described above. As illustrated
in Fig. 6E, this analysis reveals a significant correlation between this
Table 2
Anatomical regions displaying significant activation revealed when pictures of event
scenes are contrasted with the scrambled picture control images.

Anatomical area BA x, y, z t-stat Ke

(EP N CP) P b 0.05 (FDR)

L inferior temporal gyrus 19 −42 −76 −1 20.86 11670
R middle occipital gyrus 39/19 50 −72 9 18.38
R middle temporal gyrus 39 50 −69 17 16.55
R medial frontal gyrus 11 0 40 −17 6.08 1050
L medial frontal gyrus 10 −6 62 19 4.91
R medial frontal gyrus 10 9 61 5 4.29
L inferior frontal gyrus 45 39 19 21 2.73 12
L precentral 4 −42 −6 53 3.46 77
L precentral 6/4 −50 −10 39 2.55
L cingulum 24 −3 −4 39 3.21 70
L cingulum 31 −12 −27 40 2.79
measure of the connectivity, and subject’s imageability (r = 0.57,
F = 8.34, p = 0.010). Looking in more detail, we dissected pathways
originating at the temporo-parietal cortex (TPC) observed in at least 15/
19 subjects, including a subdivision of the ventrolateral branch into the
ILF terminating in BA38 and the MdLF terminating in BA21 (Menjot de
Champfleur et al., 2013), and IFOF terminating in BA45-46. Dissection
was performed by a two ROI method, with one ROI at the original TPC
site, and the second at 3 sites corresponding to our fMRI ROIs at BA21,
BA38 and BA45-46.
reotaxic atlas (1988).

Anatomical area BA x, y, z t-stat Ke

(ES N CS) ∩ (EP N CP) P b 0.005 (unc.)

L parahippocampal gyrus 35/36 −33 −38 − 8 6.63 1019
L Cingulum post (RSC) 30/23 −9 −55 17 5.52
L Cingulum post (RSC) 29/30 −15 −49 8 5.06
L uncus 20 −36 −13 −30 4.7
L middle temporal gyrus 21 −63 −4 −15 4.43
L middle temporal gyrus 39 −42 −66 23 6.64 651
L superior temporal gyrus 22 −53 −52 14 5.72
R middle temporal gyrus 39 53 −69 26 3.89 166
R middle/superior temporal gyrus 22 45 −46 11 3.34
R middle temporal gyrus 21 53 −7 −17 4.39 76
L superior temporal gyrus 38 −45 16 −21 3.84 19
R medial frontal gyrus 11 3 40 −17 3.13 27
L medial frontal gyrus 11 −9 52 −13 3.16 19
L inferior frontal gyrus 45/46 −56 29 7 3.41 21
L middle frontal gyrus 6 −42 0 53 3.00 10
R caudate 3 11 −6 3.04 13
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Fig. 3. (A) Clusters of activation for the conjunction contrasts (ES N CS) ∩ (EP N CP) represented on transverse sections at p uncorr b0.005 and (B) estimated contrasts (mean beta values
and error bars) at the activation peak for each ROI. Note the significant ROIs activation for both picture and sentence: left inferior and middle prefrontal (lIFG, lMFG), in left
parahippocampal gyrus (lPHG), bilaterally in retrosplenial cortex (RSC), in temporo-parietal junction (PTJ) and middle temporal gyrus (MTG). Activations are displayed on serial trans-
verse sections in the stereotaxic space of Talairach and Tournoux (1988) with slices location indicated at the lower side of each image.
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We then performed the correlation analysis on these individual
components. The only pathway whose density correlated with the be-
havioural imageability scores was the parieto-temporal-BA21 pathway
corresponding to the MdLF (r = 0.57, p = 0.011, significant with
Bonferroni correction for multiple comparisons). The correlation be-
tween pathway density and imageability thus appears at two levels:
first, when taking into consideration all fibers identified using the TPC
ROI, and then again selectively for the TPC-BA21 pathway identified as
the MdLF. Details on the statistical analysis and tract identification are
provided in the Supplementary Material 5.
Discussion

In a task of semantic analysis of pictures and sentences describing
daily events, we found bilateral activation in neural structures distribut-
ed in the prefrontal cortex, in the temporal and parietal lobes as well as
in the basal ganglia. Interestingly, this neural network was strikingly
overlapping with the previously described semantic network involved
in language comprehension ((Binder et al., 2009), for Review). If the ex-
istence of common processes in semantic extraction of verbal and non-
verbal events is indubitable, the neural correlates of such a common sys-
tem remain a matter of investigation. After assessing alternative
interpretations, we then discuss the mental processes and anatomical
substrates potentially implicated in our results.

Possible caveats and other considerations

Our findings of a distributed neural network commonly activated
during our verbal and non-verbal tasks could be related to cognitive
processes other than the semantic or conceptual knowledge system.
First, one can argue that the subject might have explored the pictures
displayed in our experiment by a mentally evoked verbal description,
which would thus activate the same neural structures as in the verbal
task. Such a strategy in the picture exploration,while it cannot be totally
excluded, would have triggered activity in numerous neural structures
linked to language function, including syntactic, phonologic related
prefrontal structures. Indeed, when we analysed the pictures/control
contrasts, we observed a pattern of activation which encompasses a
number of neural structures not activated with the sentences/control
contrasts. More specifically, as observed in Fig. (2) the picture related
pattern is distinct from the sentence related activation, and does not in-
clude the regions involved in language processing including the peri-
sylvian region of the inferior frontal cortex (Keller et al., 2009; Price
et al., 1996). Second, another cognitive alternative to the activation of
a common semantic system could be that our experimental tasks in
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Fig. 4. Clusters of activation for the conjunction contrasts (ES N CS) ∩ (EP N CP) represented on coronal (A) and transverse (B) sections at p uncorr b0.005 and estimated contrasts (mean
beta values and error bars) at the activation peak for each ROI. Note the significant ROIs activation for both picture and sentence: in left parahippocampal gyrus (lPHG), bilaterally in
ventro-medial frontal (lvmFG, rvmFG) and middle temporal gyrus (MTG) and in the caudate nucleus. Activations are displayed on serial transverse sections in the stereotaxic space of
Talairach and Tournoux (1988) with slices location indicated at the lower side of each image.

79A.L. Jouen et al. / NeuroImage 106 (2015) 72–85
both conditions triggered attentional processes and recruited the corre-
sponding structures. However, attention related networks typically im-
plicatemore dorsal neural pathways than those described in the current
study, i.e. the associative visual cortex with the intraparietal sulcus and
adjacent parietal areas, the executive function related structures includ-
ing the dorsolateral prefrontal cortex and the FEF involved in re-
orienting behaviour (Corbetta et al., 2008) for review). Another
argument in favour of a neural network common to language and
picture semantic processing is the partial left hemispheric lateralization.
Even though the common semantic neural networkwas largely bilateral
in the medial and temporo-parietal regions, the prefrontal and anterior
temporal clusters were found only in the left hemisphere. In previous
studies (Nielsen et al., 2013; Paivio, 1986; Stephan et al., 2003), it has
been shown that while attention to external stimuli require more
right parieto-frontal activation, attending to internal stimuli, narrative
or self-reflection tend to recruit a left lateralized network including
hubs in parieto-temporal and temporal cortex as well as the lateral
and inferior prefrontal cortex. Thus, based on the overall literature
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Fig. 5. Lateral andmedial views of the brain representing the identified semantic network shared by pictures and sentences processes. Lateral left(A) and right (B) sides: Inferior prefrontal
gyrus (IFG)- precentral gyrus (PrCG)-Superior and middle temporal gyri (STG, MTG)- Inferior parietal lobe (IPL). Medial left (C) and right (D) sides: retrosplenial gyrus (RSC),
parahippocampal gyrus (PHG) and ventro-medial frontal gyrus (vmFG). Each ROI is identified with the corresponding Brodman’s area.
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observations (Gainotti, 2014; Nielsen et al., 2013; Paivio, 1986; Stephan
et al., 2003) left dominant connections associated to language and
perception of internal stimuli are in accordance with our findings and
interpretation of a prime involvement of our common network in con-
ceptualization rather than in sensory-motor processing. Thus based on
the topography of the activated neural structures it seems unlikely
that the shared neural system might be the result of either a purely
linguistic computation or an attentional driven activity. Moreover, in fa-
vour of this assessment, the distribution of the neural structures with
shared activity was clearly comparable to previously described seman-
tic system triggered during word and object stimuli (Binder and Desai,
2011; Bright et al., 2004; Vandenberghe et al., 1996).

Previous studies have diverging views concerning the neural
representation of the conceptual knowledge and several theories have
been proposed. Indeed, some authors (Barsalou, 1999, 2008; Hauk
et al., 2004; Hauk and Pulvermuller, 2004, 2011; Pulvermuller, 2005;
Tettamanti et al., 2005; van Dam et al., 2010) defend the “embodied”
theory based on a simulation of experiential perception-action traces
underlying semantic representation, and at the extreme other authors
defend symbolic disembodied models based on an amodal representa-
tion of concepts (Fodor, 1983; Mahon and Caramazza, 2009). Between
these two extremes theories, hybridmodels yield the idea of an embod-
ied abstraction characterised by variable sensory-motor simulation that
progressively converges to a common heteromodal semantic network
(Binder and Desai, 2011; Damasio, 1989; Jefferies, 2013; Man et al.,
2012, 2013; Meyer et al., 2010; Patterson et al., 2007; Regev et al.,
2013). Interestingly our findings provide compelling evidence for such
relationships between perception/action and conceptual processing as
our common multiple level meaning system reveals the implication of
(1) modality-specific cortical areas localised in the premotor cortex,
the parahippocampus–retrosplenial areas, and the medio-ventral
prefrontal cortex (2) high level convergence zones in the temporo-
parietal andmiddle temporal cortices andfinally (3) a possible semantic
control region represented by the inferior prefrontal cortex and the
basal ganglia. In the following sections, we will address each of these
different processes and their anatomical correlates, in the context of
the literature on competing theories.
From grounded-based to introspective inference-based processes

The cortical network commonly activated during sentences and
pictures implicated sensory-motor, introspective memory and emotion
related cortical regions including thepremotor cortex in themiddle pre-
frontal cortex, the inferior parietal cortex, the posterior cingulate areas
in the retro-splenial gyrus extending to the parahippocampus and the
medio-ventral prefrontal region (BA11). This is consistent with the em-
bodied theories of sentence comprehension, e.g. (Barsalou, 1999, 2009)
which suggest that a process referred to as “simulation” underlies not
only language understanding, but the deepest aspects of conceptual
processing, social cognition and natural intelligence. Indeed, evidence
has been provided that language comprehension arises from activation
of supplementary areas, in addition to the core language regions, in the
inferior frontal and superior temporal lobes (Binder et al., 2009;
Jefferies, 2013; Kiefer and Pulvermuller, 2012). In addition, the embodi-
ment theory has also been extended to concept representation implicat-
ing modality specific areas typically encoding visual and motor
information (Hauk et al., 2004; Hauk and Pulvermuller, 2004, 2011;
Pulvermuller, 2005; Tettamanti et al., 2005; van Dam et al., 2010).
Sensory-motor simulation
In our current study, the displayed pictures and sentences described

action-related events involving a person engaged in an event. The anal-
ysis of such events induced activation in both premotor cortex BA6 and
visual extrastriate cortex, including parietal regions respectively impli-
cated in action word and visual scene comprehension. Extended work
has demonstrated the relevance of the motor system in concept repre-
sentation (Boulenger et al., 2009; Desai et al., 2010; Hauk et al., 2004;
Hauk and Pulvermuller, 2004, 2011; Pulvermuller, 2005; Tettamanti
et al., 2005). More specifically, the comprehension of action words trig-
gers an activation pattern in motor areas in an effector specific fashion
(Hauk et al., 2004; Hauk and Pulvermuller, 2011). Likewise, Tettamanti
et al. (2005) found a similar category-specific organisation ofmotor cor-
tex during comprehension of action related sentences. Our results show-
ing an activation in premotor area (TAL,−42, 0, 53) closely correspond
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Fig. 6. Population and individual subject images of multi-component network from temporo-parietal cortex, and correlation of this pathway density and comprehension behavior. A–C.
Population hitmaps. Light to dark blue indicates number of subjects displaying a streamline at that location,with aminimum threshold of 10/19 subjects. A. Dorsal pathway via a pathway
adjacent to the superior longitudinal fasciculus and arcuate fasciculus. B. Medial route to themediofrontal pole via the inferior front-occipital fasciculus. C. Temporal route to the temporal
pole via the inferior longitudinal fasciculus. D. Individual subject rendering of AF and the temporo-parietal pathway ensemble. Blue stained pathways from a seed value in BA44 (1) to
isolate the AF. Green stained pathways from the temporo-parietal seed (2) value (MNI:−42,−66, 23). E. Correlation between the imageability score and the relative number of fibers
leaving the temporo-parietal cortex.
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to those of Tettamanti et al. (2005) in the left premotor area BA 6 (hand-
specific area:−30,−2, 56) as observed during listening to hand-related
action sentences. In our semantic networkwe found that the left inferior
parietal lobe was significantly active during our verbal and nonverbal
tasks similarly to previously described semantic circuit common to
words and pictures (Vandenberghe et al., 1996). Electrophysiological re-
cording in the monkey (Gallese et al., 1996; Rizzolatti et al., 1996) has
shown that the observation of another individual’s action could trigger
neuronal discharge in premotor and parietal cortex as part of an obser-
vation/action matching “mirror-neuron” system (Rizzolatti et al., 1996,
2001). Such a mirror-neuron system further described in human could
sustain the comprehension of others’actions (Rizzolatti and Craighero,
2004). Interestingly, by comparing cortical activation during Theory of
Mind (TOM) vs. exogeneous Attention tasks in normal and autistic sub-
jects, Scholz et al. (2009) have located a specific TOM related region in
the parieto-temporal cortical regions whose ventral part overlaps bilat-
erally with our parieto-temporal clusters (Dufour et al., 2013; Scholz
et al., 2009). Recently, evidence has been provided that action related
knowledge can be provided not only by action observation but also by
hearing action or even by understanding sentences describing actions
(Desai et al., 2010; Kohler et al., 2002; Tettamanti et al., 2005). Based
on these observations, it is likely that our visuo-motor activations in
the precentral gyrus and visual associative parietal cortex reflect the
implication of such an observation-execution mirror system involved
in the understanding of actions evoked during either verbal or non-
verbal tasks.

Introspective-based processes
Another interesting finding concerns the activation pattern in visual

extrastriate areas including bilaterally the retrosplenial cortex (RSC)
implicated in high-level vision. The greatest responses obtained during
our verbal and non-verbal tasks were found in the ventral part of the
retrosplenial cortex (BA29-30) that is involved in hippocampus-
dependent processes (Vann et al., 2009) for Review). Interestingly,
this retrosplenial region formed a ventrally extended cluster of activa-
tion in continuum with the activation of the parahippocampal gyrus in
the left hemisphere (Huth et al., 2012; Johnson and Johnson, 2014;
Vann et al., 2009). Along with a range of cognitive functions, the RSC
has been associated to episodic memory and spatial navigation and
more precisely in translating information between allocentric (world-
centred) and egocentric (self-centred) reference frames (Spreng et al.,
2009; Vann et al., 2009). Similarly, the parahippocampal gyrus localised
in the left hemisphere is associated with semantic operations and epi-
sodic retrieval (Levine et al., 2004; Vargha-Khadem et al., 1997). These
two cortical structures are richly interconnected and thus could play a
critical role in scene–relevant relationships between objects and con-
text as well as in episodic memory encoding and recall. The RSC along
with the hippocampus cortical region have been proposed as a core net-
work that might support scene construction as a process of mentally
generating and maintaining a complex scene or event (Spreng et al.,
2009; Vann et al., 2009). More recently, by using fMRI multi-voxel pat-
tern analysis, Johnson and Johnson (2014) have shown that during
mental imagery, item-specific information about perceived scenes is
re-instantiated in parahippocampal and retrosplenial cortex. In the
same vein, in our study the RSC and parahippocampus gyrus could
have been responsible respectively for the reconstruction and transfor-
mation of visuo-spatial information related to the events and scenes
evoked in our tasks.

Previous studies have reported the role of the ventro-medial
prefrontal cortex in subserving different aspects of pro-social sentiments,
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mood and emotional regulation aswell as self-reference information pro-
cessing (Feldmanhall et al., 2014; Lewis et al., 2005, 2011; Moll et al.,
2011). In our study we found significant bilateral activation in the
ventro-medial prefrontal region BA 11 in semantic analysis of verbal
and non-verbal events. Little is known about the functional relation be-
tween themedial prefrontal cortex and the conceptual system. In a recent
work, Burin et al. (2014) have shown that ventro-medial prefrontal cor-
tex contributes to narrative comprehension by supporting inferences
about socio-emotional aspects of verbally described situations. Further-
more, with the temporo-parietal junction this medial prefrontal region
could work in coordination to regulate moral cognition (FeldmanHall
et al., 2012, 2014). Likewise, it is possible that these two cortical regions
through dynamic interactions integrate emotional attributes of events
evoked in our verbal andnon-verbal tasks. Another alternative interpreta-
tion of the medio-ventral prefrontal activity relies on self-processing and
self-knowledge involving the default mode network (Molnar-Szakacs
and Uddin, 2013). Activation of the default mode network including me-
dial prefrontal cortex, posterior cingulate, lateral parietal andmedial tem-
poral cortices has been associated with “tasks that encourage subjects
toward internal mentation, including autobiographical memory, thinking
about one’s future, theory of mind, self-referential and affective decision
making…” (Andrews-Hanna et al., 2010 p. 550). Our results indicate
that understanding scenes depicting human activities, communicated
via sentences or pictures, also recruits part of the default mode network,
especially the medial cerebral structures in the prefrontal cortex in addi-
tion to the posterior cingulate cortex and the temporal region. Such ame-
dial network might be preferentially implicated in mentalizing about the
self and others. Using functional connectivity, Lombardo et al. (2010) de-
scribed shared neural representations formentalizing and physical repre-
sentation of self and other. These authors hypothesize “that high level
inference-based mentalysing systems (a.g. ventro-medial prefrontal cor-
tex, posterior cingulate cortex, right TPJ) are integrating their signal
with lower level embodied/simulation based systems” (e.g. sensorimotor
cortices: pre-SMA, premotor, frontal operculum, intraparietal cortices).
This extends the notion of embodied comprehension. Bar (2009) suggests
then that recognition (which we can extend to comprehension) consists
in determining ‘what is this like?’ which requires a proactive link to
existing situations in memory. This proposal on understanding implies
the integration of the understood into one’s predictive, proactive
memory/prediction system. In our study, the presented sentences and
pictures act as triggers for the initiation of such processes, as part of
understanding.

Combinedwith the literature findings our results are consistentwith
the idea that the understanding of both verbal and non-verbal event
descriptions recruits a distributed network whose activity results in
the integration of low-level embodied processes (premotor and visual
associative parietal activity) within higher level inference-based
mentalizing (parahippocampal-cingulate-ventro-medial prefrontal
circuit activity) as suggested in the verbal domain by Lombardo et al.
(2010).

Heteromodal representations

In addition to grounded simulation processing, there is compelling
evidence that conceptual processing (i.e. generalized processing that
can occur without reference to specific experience, such as social cogni-
tion, language) can occur through supramodal representations involv-
ing the parieto-temporal and the lateral temporal cortex, (for review
(Binder and Desai, 2011; Binder et al., 2009; Jefferies, 2013)). Interest-
ingly, these two parietal and temporal sites were found to be quite
responsive during our tasks, suggesting an action in computing the
meaning of both verbally- and visually-driven events. Evidence for a
semantic integration in temporal lobe is provided in semantic dementia
patients with brain atrophy specifically in the lateral temporal cortex
(Hodges et al., 1992, 1995; Jefferies and Lambon Ralph, 2006; Lambon
Ralph et al., 2007). These patients are characterised by advancing
degradation in multimodal semantic memory with no category-
specific impairment suggestive of more general or amodal form of se-
mantic representation.

In our studywe observed two separate sites of activation in the tem-
poral lobe: one located in the middle part (BA21) and the other in the
anterior pole (BA38). There is a longlasting view for the temporal lobe
to be the highpoint of a caudo-rostral convergence of high-level multi-
modal information involved in conceptual knowledge. While there is
evidence for such a proposal of the temporal cortex as a centre of
conceptual representation, controversy remains about the distributed
aspects in the parietal and temporal lobes of the conceptual construc-
tion. Indeed, while some authors defend the idea of distributed net-
works with multiple specialized convergent regions (Damasio, 1989;
Man et al., 2013), others argue for a distributed network + hub organi-
sation that could achieve the higher-order generalizations of conceptual
processes (Jefferies, 2013). In the same vein as the convergence zone
theory, it has been suggested that semantic representations would be
combined in a central “hub” in the anterior temporal lobe (ATL) in addi-
tion to a distributed presemantic network (Jefferies, 2013; Patterson
et al., 2007; Visser et al., 2010). The idea of a central amodal store in
the anterior temporal lobe accounts for semantic disorders affecting
several modalities described in semantic dementia. These different the-
ories on the underpinnings of conceptual representation in the brain have
in common the idea of a distributed sensorimotor pre-semantic signals
converging towards one or several central and modality invariant region
of conceptual representation either in an anterior temporal “hub”
(Patterson et al., 2007) or in the postero-lateral temporal convergence-
divergence zone (CDZ) (Meyer and Damasio, 2009). However, while the
ATL hub would constitute a unique central store of semantic representa-
tion, the CDZs establish meaning throughmultiregional dynamic interac-
tions. While our present fMRI data cannot speak for the current issue
related to these two possible mechanisms subserving semantic analysis,
our DTIfindings on connections density from the parieto-temporal cortex
tend to support the idea of a heteromodal semantic posterior temporal
zone as defined by Meyer and Damasio (2009). Indeed, the activation
clusters identified in our current study, in the lateral temporal cortex
(TAL: 45,−46, 11 and−53,−52, 14) encompassed the posterior tempo-
ral site (TAL: 64, −42, 12 and −60, −42, 12) previously described by
Man et al. (2012) as a supramodal conceptual zone. Our DTI analysis re-
vealed that the temporo-parietal area that was significantly activated in
comprehension participates in a number of white matter pathways that
have been associated with language processing including the SLF/AF,
the IFOF, the ILF and the MdLF. These connections could provide the ana-
tomical basis for the hub status attributed to this area (Vandenberghe
et al., 2013). Of those that were observed in at least 15/19 subjects
(MdLF, ILF, IFOF), the pathway density of the MdLF was correlated with
subjects behavioural imageability scores. This is consistent with recent
connectivity analyses that identified the role of the MdLF between
STS/BA39 (corresponding to our temporo-parietal region) and anterior
STG/BA22 in the neural architecture of the language comprehension
network (Turken and Dronkers, 2011). By combining neuroimaging
activation with tractography measurements from the parieto-temporal
ROI, our results are in favour of interactive parietal and temporal regions
acting as convergence zones for heteromodal conceptualization.

Prefronto-striatal system involved in a semantic control

Recent evidence supports the view that while the posterior part of
the inferior frontal cortex including the pars opercularis is preferentially
recruited for low level phonological processing of language, the anterior
part including pars triangularis part is preferentially involved in seman-
tic processing of language (Keller et al., 2009; Nixon et al., 2004). The
fact that this latter regionwas activated during both verbal and nonver-
bal tasks in our study is suggestive of a role of this prefrontal region in-
cluding BA45-46 in integration of a semantic representation shared
between language and images. Compelling evidence of this claim has
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been provided by neuroimaging and EEG explorations by Van Doren
et al. (2010, 2012) who studied whether there are similar brain regions
involved in word and picture identification when the stimuli became
conscious. The authors described two zones, in the left inferior frontal
cortex and occipito-temporal cortices activated in an amodal manner
with conscious perception of word and picture stimuli. While we did
not find a similar activity in the occipito-temporal cortex, our activated
site in the left inferior frontal lobe (TAL: −57,30,9) was near the one
(TAL:−42,36,15) described by VanDoren et al. (2010) to be implicated
in semantic processing of word and pictures and possiblymediating ac-
cess to short-term memory enhancing cognitive control. While these 2
sites are at 6mmapart in the antero-posterior and dorso-ventral planes,
Van Doren‘s site is localized deeper (about 1.6 mm) in the inferior pre-
frontal sulcus. Based on Gabrieli’s findings (Gabrieli et al., 1998) activa-
tion in left inferior prefrontal cortex might reflect a semantic working
memory independently of the stimulus modality. Accordingly, through
neuroimaging and neuropsychological studies in aphasia, the inferior
frontal cortex has been implicated in semantic control acting preferen-
tially in semantic selection when several representations are active
(Jefferies, 2013; Thompson-Schill, 2003). Furthermore, by rTMS stimu-
lation in inferior frontal cortex or posterior middle temporal cortex in
normal subjects, Jefferies’ group suggests a strong coupling between in-
ferior prefrontal and posterior middle temporal regions forming a dis-
tributed network underpinning a semantic control (Jefferies, 2013;
Whitney et al., 2011, 2012). Such a functional fronto-temporal linkage
has also been reported by Van Doren et al. (2012) who demonstrated
a long distance inferior frontal- occipito-temporal network subserving
conscious identification associated to memory retrieval of semantic at-
tributes common to words and pictures. Futhermore, we know that
the inferior prefrontal cortex as well as the lateral temporal cortex are
connected to the striatum forming cortico-striatal loops involved in ex-
ecutive function, including working memory, planning and selection
processes (Alexander et al., 1986; Monchi et al., 2007; Nakano et al.,
2000; Redgrave et al., 2010). As found in our study the caudate nuclei
were activated during our sentence and picture comprehension tasks
suggesting a role of this structure in semantic function. Accordingly
Crosson et al. (Crosson et al., 2007) provide compelling evidence of a
caudate implication in semantically related operations. Thus, the stria-
tum including the caudate nucleus being the core of cortico-thalamo-
cortical pathways could regulate semantic processing by the interplay
of enhancing/suppressing the transmission inside the thalamo-cortical
circuit (Hart et al., 2013). Taken together, these findings combined
with our data are consistent with the hypothesis of a distributed
cortico-striatal network including the inferior prefrontal (BA45-46)
and middle temporal cortices and the caudate nucleus activated in our
study, as a candidate for amodal representation or control of conceptual
knowledge common to language and visual systems.

Conclusions

In this research we have attempted to further characterize the
fronto-temporo-parietal semantic network. Previous research has fo-
cused largely on semantics in language, and those studies that combine
language and visual scenes used relatively simple stimuli. In order to tap
more deeply into the semantic system, here we used sentences and im-
ages that depicted rich human activity. The resulting conjunction anal-
ysis revealed a broadly distributed system that included sensorimotor
and associative areas evoked in embodied models of semantics, and
more heteromodal areas including the lateral temporal cortex that
have been evoked as semantic centers, along with a major activation
in the temporoparietal cortex. The strong activation of the temporo-
parietal region argues for the role of this area as a core region in the se-
mantic system, with a potential role as an abstract convergence-
divergence zone, as suggested by Binder and Desai (2011). The DTI
results stress that this area is anatomically well-situated, at the
crossroads of the principal white matter pathways that have been
implicated in comprehension. Furthermore, the correlation between
subjects’ ability to represent sentences and the structural density of
the pathway between the temporo-parietal cortex and the middle
temporal lobe support arguments for the functional role of these areas
in comprehension.

The extended activation in areas supporting themost diverse higher
cognitive functions, semantic processing, spatial perspective taking,
mentalizing, suggest that comprehension is a profound process that in-
volves the projection of the individual into the understood scene.
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