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Neural correlates of switching from auditory to speech perception
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cService de Neuro-Pédiatrie, CHU Bicêtre, France
dCNRS UMR 8606 and Université René Descartes, France
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Many people exposed to sinewave analogues of speech first report

hearing them as electronic glissando and, later, when they switch into a

dspeech modeT, hearing them as syllables. This perceptual switch

modifies their discrimination abilities, enhancing perception of differ-

ences that cross phonemic boundaries while diminishing perception of

differences within phonemic categories. Using high-density evoked

potentials and fMRI in a discrimination paradigm, we studied the

changes in brain activity that are related to this change in perception.

With ERPs, we observed that phonemic coding is faster than acoustic

coding: The electrophysiological mismatch response (MMR) occurred

earlier for a phonemic change than for an equivalent acoustic change.

The MMR topography was also more asymmetric for a phonemic

change than for an acoustic change. In fMRI, activations were also

significantly asymmetric, favoring the left hemisphere in both percep-

tion modes. Furthermore, switching to the speech mode significantly

enhanced activation in the posterior parts of the left superior gyrus and

sulcus relative to the non-speech mode. When responses to a change of

stimulus were studied, a cluster of voxels in the supramarginal gyrus

was activated significantly more by a phonemic change than by an

acoustic change. These results demonstrate that phoneme perception in

adults relies on a specific and highly efficient left-hemispheric network,

which can be activated in top-down fashion when processing

ambiguous speech/non-speech stimuli.

D 2004 Elsevier Inc. All rights reserved.
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Introduction

Speech perception is the set of processes by which the listener

extracts words from the continuous, rapidly changing, acoustic

signal of speech. The advent of machines allowing the recording
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* Corresponding author. Unité INSERM 562, Service Hospitalier

Frédéric Joliot, CEA/DRM/DSV, 4 place du général Leclerc, 91401 Orsay
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and visualization of the speech signal has made clear that this is not

an obvious problem to solve because the acoustic realizations of a

given word can vary greatly depending on speech rate, speaker’s

voice features, context, etc. Despite their apparent variability,

words, and the phonemes that constitute them, are most often

effortlessly identified. How is such perceptual constancy achieved?

Is it thanks to general auditory mechanisms or thanks to specialized

speech decoding processes? Because some animals, such as

chinchillas (Kuhl and Miller, 1975) or quails (Kluender et al.,

1987), can be taught to discriminate speech sounds much as

humans do (i.e., categorically), some authors claim that phonemes

are processed by general psychoacoustic mechanisms and that the

properties of phoneme perception are essentially dependent on the

physiological properties of the auditory system (Kluender and

Greenberg, 1989; Stevens and Blumstein, 1981). Others have

provided empirical arguments (e.g., the phenomenon of duplex

perception) favoring a specialized speech processor (Liberman and

Mattingly, 1989; Liberman et al., 1967). Moreover, since speech is

the main vector of communication for the human species, it is

plausible that evolution has selected special mechanisms to process

it (Liberman, 1996; Pinker, 1994). This would explain the

dispositions toward speech manifested by infants (Bertoncini et

al., 1988; Dehaene-Lambertz and Baillet, 1998).

Elucidating the neural bases of general auditory processes and

speech decoding processes in the human brain could shed light on

this debate. Finding brain areas that show increased activation

when acoustic utterances are treated like speech would lend

support to the notion of a specialized speech processor (leaving

aside the question of innateness, since in adults, it may have

emerged because of extensive experience with speech). A number

of brain imaging studies have compared the activations elicited by

speech versus non-speech stimuli (e.g., Binder et al., 2000; Burton

et al., 2000; Celsis et al., 1999; Jacquemot et al., 2003;

Vouloumanos et al., 2001). The findings have been somewhat

heterogeneous, probably reflecting the different tasks and types of

stimuli used. Furthermore, the acoustic properties of the speech and

non-speech stimuli differed. As a result, any reported difference in

brain activations could be attributed to differences in the acoustic
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features of the stimuli. Thus, researchers have debated whether

some activation reported to be specific to speech in the left

posterior superior temporal gyrus might be due to the presence of

fast spectral transitions (Zatorre and Binder, 2000).

In the present study, our participants had to perform a simple

discrimination task on synthetic sinewave analogues of speech.

These acoustic stimuli can be perceived either as non-speech or as

speech. Stimuli and instructions were similar during the entire

experiment, but the mode of perception changed from non-speech

to speech in the middle of the experiment. We used high-density

event-related potentials and fMRI to separate processes related to

the physical characteristics of the stimuli from those related to the

mode of perception. With ERPs, our goal was to determine how

quickly acoustic and phonemic processes diverge, while fMRI was

used to inform about the localization of these processes.
Method

Subjects

Twelve right-handed young French adults (6 females and 6

males, aged from 20 to 30 years) were tested using ERPs and 19

other subjects were tested with fMRI (12 females and 7 males,

aged from 18 to 28 years). Four additional subjects were rejected

from the ERP experiment because they presented only one mode of

perception. Three of them heard syllables immediately and one was

unable to hear syllables and heard only whistles during the entire

experiment. All subjects gave their written informed consent. None

of them had a history of oral or written language impairment,

neurological or psychiatric disease, nor any hearing deficit.

Stimuli

The stimuli were four sinewave analogues of a CV syllable, used

in a previous behavioral study (Serniclaes et al., 2001). The vowel

was /a/ and the consonant was varied along a place of articulation

continuum, generated by an amplitude-weighted sum of sinusoids.

The onset of the initial frequency transitions (SIN2 and SIN3),

which corresponded to those of the second and third formants

in natural speech (F2 and F3), varied from 975 to 1800 Hz in

three equal steps of 275 Hz for SIN2 and from 1975 to 3400 Hz in

three equal steps of 475 Hz for SIN3. The end frequencies of SIN2

and SIN3 transitions were fixed at 1300 and 2500 Hz, respectively.

The stimuli are labeled according to their phonemic identity for

French speakers (i.e., depending on whether they were predom-

inantly identified as /ba/ or /da/ in Serniclaes et al., 2001) and to the

onset frequency of SIN2: ba975, ba1250, da1525, da1800. The

initial frequency of the lowest frequency component (SIN1, the

sinewave equivalent of F1) was 100 Hz and its end frequency

was 750 Hz. The stimuli duration was 210 ms with a VOT of

�100 ms (in French, consonants /bdg/ are prevoiced), frequency

transitions of 40 ms, and a duration of the stable vocalic segment of

170 ms.

Stimuli were presented in groups of four with a SOA of 330 ms,

constituting a trial. In repetition trials, one of the four stimuli was

repeated four times. In other trials, a change of stimulus occurred in

the fourth position. In WC trials (within-category change), the last

stimulus was on the same side of the phonemic boundary as the

three first (ba975 ba975 ba975 ba1250 or da1800 da1800 da1800

da1525). In AC trials (across-category change), the last stimulus
was on the other side of the phonemic boundary (da1525 da1525

da1525 ba1250 or ba1250 ba1250 ba1250 da1525). The acoustical

distance between the last stimulus and the preceding ones was

similar in the two types of change. The only difference between

AC and WC trials was that in speech mode, the change in AC trials

was perceived as a change of phonemic category. Repetition, AC

and WC trials were presented in a random order, and subjects had

to press a key at the end of each trial to indicate whether they had

perceived a change in the last stimulus, or not. The hands used to

respond bsameQ and bdifferentQ were changed in the middle of each

part and counterbalanced across subjects. Reaction times were

measured from the onset of the fourth syllable with a maximum

allowable response delay of 2 s. Stimuli and trial presentation,

randomization, and response measurement were performed by

EXPE software package (Pallier et al., 1997).

ERP experiment

Procedure

To the three critical types of trials described above (AC, WC,

and repetition), we added distractor trials, in which the change

between the first three syllables and the last one consisted of two

steps on the continuum (e.g., ba975 to da1525). The experiment

was divided into three parts comprising 300 trials each. During

part 1, the subjects watched a silent movie and were told not to

pay attention to the stimuli (passive part). Results from this part

are not presented here. Then, during parts 2 and 3, subjects had to

indicate by pressing a key whether they had or had not perceived

a change in the last stimulus. In part 2, the stimuli were presented

as electronic whistles (non-speech mode). After completion of

this part, subjects were asked whether they had perceived these

stimuli as speech sounds. In part 3, the speech-like nature of the

stimuli was explained to subjects (speech mode). To obtain a

switch in perception, the two extrema of the continuum were

identified as /ba/ and /da/, and were then presented alternatively

until the subjects heard the stimuli as syllables.

ERP recording

ERPs were collected using a 129-channel geodesic electrode

net (EGIk) referenced to the vertex. This device consists in 129

Ag/AgCl electrodes encased in sponges moistened with a salty

solution. The net was applied in anatomical reference to the vertex

and the cantho-meatal line. Vertical eye movements and blinks

were monitored via two frontal and two infra-orbital electrodes and

two canthal electrodes were used to check for horizontal eye

movements. Scalp voltages were recorded during the entire

experiment. They were first amplified, filtered between 0.1 and

40 Hz and digitized at 125 Hz. Subsequently, the EEG was

segmented into epochs starting 200 ms before the trial onset and

ending 1800 ms after it. These epochs were automatically edited to

reject trials contaminated by significant eye movements (deviation

higher than 70 AV on the horizontal and vertical para-ocular

electrodes), or body movements (local deviation higher than 70 AV
and global deviation higher than 100 AV). The artifact-free trials

were averaged for each subject and for each type of trials. Because

ERP are very sensitive to the acoustical characteristics of the

stimuli, only trials in which the 4th stimulus was the same in the

three experimental conditions (that is ba1250 et da1525), were

considered. The repetition trials with the two other stimuli (ba975

and da1800) and the distractor trials were discarded. The averages

obtained for ba1250 and da1525 were averaged together in order to



Fig. 1. Percentage of bdifferentQ responses in ERP (left) and fMRI (right)

experiments.
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obtain three experimental conditions (repetition, AC, and WC) in

each mode of perception. Averages were baseline corrected,

transformed into reference-independent values using the average

reference method, and digitally filtered between 0.5 and 20 Hz.

Two-dimensional reconstructions of scalp voltage at each time step

were computed using a spherical spline interpolation.

ERP statistical analyses

Event-related responses can be characterized as electric dipoles,

revealed by positivity and negativity on the scalp. For statistical

analyses, groups of electrodes were chosen to cover the negativity

and the positivity maxima observed in a 2D reconstruction of the

difference between conditions considered two by two. Voltage

recorded at these locations and at the symmetrical locations over

the controlateral hemisphere was averaged for a given time

window and entered in an analysis of variance (ANOVA) with

Electrodes (clusters at the positive maximum and at the negative

maximum), Hemisphere (left and right), and Mode of perception

(speech and non-speech) as within-subject factors. Main effects

were not interpretable because of the expected voltage inversion

between the selected electrodes. Therefore, only interactions

between Electrodes, or Hemisphere, and the other factors of the

analyses were examined.

fMRI experiment

Procedure

We used a fast-event-related paradigm similar to the ERP

paradigm. Four types of trials were used: repetition, WC, AC, and

silence. Each imaging sequence lasted 3.3 s starting with 300 ms of

silence, followed by the four stimuli (total duration = 1220 ms),

then a silence of 480 ms and finally 1300 ms of fMRI acquisition.

Thus, the stimuli were presented in silence, the scanner noise being

present only during the last 1300 ms of the acquisition. The

experiment was divided in two parts (4 blocks of 80 trials in each

part) in which the stimuli were first presented as electronic whistles

then as syllables following the same procedure as in the ERP

experiment.

Image acquisition and analysis

The experiment was performed on a 3-T whole body system

(Bruker, Germany), equipped with a quadrature birdcage radio

frequency (RF) coil and a head only gradient coil insert designed

for echoplanar imaging. Functional images comprising 22 axial

slices covering most of the brain were obtained with a T2-

weighted gradient echo, EPI sequence (Time acquisition: 1.3 s,

TR = 3.3 s, TE = 30 ms, voxel size: 3.75 � 3.75 � 5 mm). A

high-resolution (1 � 1 � 1.2 mm) anatomical image using a 3-D

gradient–echo inversion–recovery sequence was also acquired for

each participant.

fMRI data analysis was performed using Statistical Parametric

Mapping (SPM99, http://www.fil.ion.ucl.ac.uk/spm/). Preprocess-

ing involved slice timing, movement correction, spatial normal-

ization, and smoothing (kernel = 5 mm). The resulting functional

images had cubic voxels of 4 � 4 � 4 mm3. For each subject, a

linear model was generated by entering, for each bloc, four distinct

variables corresponding to the four types of trials: AC, WC,

repetition, and silence. The onsets were aligned on the 4th stimuli

in the trials, where a change occurred in the AC and WC

conditions. The blocks were defined as non-speech or speech

depending on whether subjects reported hearing syllables or
whistles. However, when the subjects’ response was not congruent

with performance (e.g., one block with random behavioral

responses in the middle of blocks with clear unambiguous

responses), the block was judged ambiguous and was not included

in the analyses (8/152 = 5%). The variables convoluted by the

hemodynamic response function (HRF) and their temporal

derivatives were included in the model. For random-effect group

analyses, the individual contrast images were smoothed with a

8-mm Gaussian kernel and submitted to one-sample t tests.

To identify the circuits differentially activated in the speech and

non-speech modes, the group analyses were performed within a

mask comprising voxels significantly more activated in the trials

with auditory stimuli (AC + WC + Rep) than in the silent trials

across the entire experiment (P b 0.001 voxel based and P b 0.05

corrected for cluster extent). This mask had a size of 4657 voxels

(300 cm3) and comprised a large fronto-temporo-parietal area

surrounding the Sylvian scissures, the motor cortex, the basal

ganglia and cerebellum. We report the effects which pass a

threshold of P = 0.001 for main effects and P = 0.01 for the

interactions uncorrected for multiple comparisons and a spatial

extension of P = 0.05 corrected for multiple comparisons. The

coordinates are presented in standard Talairach and Tournoux

stereotactic space (Talairach and Tournoux, 1988) and refer to

maxima of the Z value within each focus of activation.
Results

Behavior

In the ERP experiment, none of the 12 subjects heard syllables

before being notified. This was not the case in the fMRI

experiment. Many subjects spontaneously switched to a speech

mode and perceived the stimuli as syllables before we notified

them. At the end of the first part, only 6 (out of 19) still heard the

stimuli as non-speech sounds, 8 subjects reporting having

perceived syllables as early on as the second block, i.e., after 80

trials. Self-reports were congruent with discrimination perform-

ance. Switching to the speech mode induced a decrease in errors in

repetition trials and an increase in detection of a change in AC

trials relative to WC trials (Fig. 1). This difference in behavior

between both experiments is probably due to the degraded listening
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conditions in the magnet as compared to the quiet environment of

an ERP experiment.

An ANOVA computed on the percentages of bdifferentQ
response in each condition using mode (non-speech vs. speech

defined on the subjects’ report) and condition (repetition, WC, and

AC) as within-subject factors gave similar results for both

experiments. As expected, the mode by condition interaction was

significant [ERP: F(2,22) = 18.3, P b 0.001, fMRI: F(2,36) = 33.9,

P b 0.001]. When subjects switched to the speech mode, they

perceived the change in AC trials more accurately [ERP: F(1,11) =

14.2, P = 0.003, fMRI: F(1,18) = 36.9, P b 0.001], and decreased

their error rate in the repetition trials [ERP: F(1,11) = 3.7, P = 0.08,

fMRI: F(1,18) = 8.4, P = 0.01]. Their bdifferentQ responses in WC

trials in ERPs also decreased [F(1,11) = 14.1, P = 0.003] whereas

their performances in the fMRI experiment were not significantly

affected by the change of mode in this condition. However, in both

experiments, the difference between the detection of a change in

AC and in WC trials (which defines categorical perception)

increased significantly when subjects switched to a speech mode

[ERP: AC–WC = 13% in non-speech mode vs. 59%, in speech

mode F(1,11) = 49.7, P b 0.001, fMRI: 9% vs. 46%, F(1,18) =

41.6, P b 0.001]. Note that even in the non-speech mode, subjects

perceived the changes slighter better on AC trials than on WC trials

[ERP: 65% of correct detection of a change in AC vs. 52% in WC,

F(1,11) = 5.7, P = 0.037, fMRI: 51% vs. 42%, F(1,18) = 5.0, P =

0.038].

In order to analyze whether there was a continuous change in

performances along the experiment or an abrupt switch when

subjects shifted to a speech mode, we subdivided each part of the

ERP experiment in two. (This was not possible for the fMRI

experiment because many subjects switched to a speech mode

spontaneously after the first block of 80 trials.) The differences in

percentage of a detection of change between AC and WC were

12.2% and 14.9% in the non-speech mode vs. 51.9% and 61.4% in

the speech mode, demonstrating that although a small improve-

ment (although not significant, ps N 0.1) was found between blocks

in each part, a major difference occurs between the speech and

non-speech modes.

Reaction times were analyzed similarly. The subjects were

equally fast for both modes of perception [ERP: 844 vs. 902 ms,

F(1,11) = 1.80, P = 0.21, fMRI: 757 vs. 739 ms, F(1,18) b 1].

However, in the speech mode, they were faster for the repetition

and AC trials than for the WC trials [ERP: F(2,22) = 4.86, P =

0.018, fMRI: F(2,36) = 21.6, P b 0.001) whereas their reaction

times were similar for the three conditions in the non-speech

mode [ERP: F(2,22) b 1, fMRI: F(2,36) = 1.3, P = 0.29],

yielding a significant Mode by Condition interaction [ERP:

F(2,22) = 4.3, P = 0.027, fMRI: F(2,22) = 9.8, P b 0.001].

To summarize the behavioral results, switching perception from

a non-speech mode to a speech mode significantly modified

subjects’ performances, increasing accuracy and speed for repeti-

tion and AC trials. Perception became unequivocally categorical in

the speech mode although a small category effect was already

present in non-speech mode (Fig. 1).

ERP

Global effect of the mode of perception

The latencies of the classical auditory responses were similar in

the speech and non-speech modes: P1 56 ms, P2 154 ms, N2 218

ms, P3 312 ms, and P4 434 ms. The ERP amplitude was in general
larger and with a more symmetrical distribution in the non-speech

mode than in the speech mode. Significant differences between the

two modes of perception were observed for each peak and for each

of the four stimuli. Although the most noticeable difference was

recorded at 296 ms (256–320 ms) after the onset of the first

syllable of the trials (P3), a difference was present as soon as P1

(36–76 ms), consistent with a top-down attentional change. The

topography of these differences was stable and predominant over

the left hemisphere (Fig. 2).

To exemplify this global difference between the two modes of

perception, we present two ANOVA analyses centered on P1 and

P3. Voltage was averaged over a 40-ms time window centered on

P1 and P3 after each syllable at four locations on each

hemisphere (cluster of five electrodes at fronto-central, infero-

frontal, temporal, and occipital location). ANOVAs were com-

puted with Stimulus number (1 to 4), Electrodes location,

Hemisphere, and Mode (non-speech and speech) as within-

subject variables. The difference between the speech and non-

speech modes was demonstrated by the significant Electrode by

Mode interaction present for P1 [F(3,33) = 3.23, P = 0.035] and

for P3 [F(3,33) = 12.48, P b 0.0001]. The topography of the

difference tended to be asymmetric, being present mainly over

the left hemisphere. This asymmetry was evident when the

analysis was restricted to the most noticeable difference [i.e., over

the P3 after the first syllable, Electrode � Mode � Hemisphere:

F(3,33) = 4.22, P = 0.01], but only marginal when ANOVAS

were computed over the entire trial [for P3: F(3,33) = 2.56, P =

0.07 and P1: F(3,33) = 2.34, P = 0.09], certainly because of a

floor effect due to the decreasing amplitude of ERP responses to

repeated stimuli. Similar results were obtained for the other

peaks.

Mismatch responses

The responses to the stimulus change were analyzed from

the onset of the 4th stimulus on. We report and analyze only

the early differences, or mismatch responses, between condi-

tions. To determine the topography and the latency of the

mismatch responses, we have inspected the time course of two-

dimensional reconstructions of the differences (AC–repetition)

and (WC–repetition) in both modes. In the non-speech mode, a

bilateral frontal negativity developed between 150 and 190 ms

post onset of the 4th stimulus, in synchrony with a right

temporal positivity for both contrasts. In the speech mode, a

right frontal negativity synchronous with a left temporal

positivity began earlier at 100 ms, developed until 190 ms

and slowly vanished until 270 ms for the AC–repetition

contrast. For the WC–repetition contrast, a smaller mismatch

response, but with a similar topography to that for the AC

contrast, was present from 100 to 150 ms. This response

vanished and reappeared from 210 to 274 ms, with a median

frontal negativity synchronous with bilateral temporal positivities

(Figs. 3 and 4).

To analyze these mismatch responses, four groups of

electrodes (clusters of six to eight electrodes at the antero-

frontal, latero-frontal, fronto-central, and temporal locations)

were chosen according to the topography of the mismatch

responses in the different contrasts, and analyses of variance

were performed on three contrasts (AC vs. Repetition, WC vs.

Repetition, and AC vs. WC) and across three time windows that

encompassed the different mismatch responses (100–150, 150–

190, 210–274 ms).



Fig. 2. (A) Two examples of the global differences between speech and non-speech mode in ERP recordings. Left voltage topography and z-score maps at

304 ms (P3) after the onset of the first syllable, and right at 56 ms (P1) after the onset of the 4th syllable. (B) Grand average recorded from Fz in speech and

non-speech mode. The green rectangles correspond to the duration of the stimuli.

 

Fig. 3. Grand average recorded from Fz for the three conditions in speech and non-speech mode. For this electrode, the MMR is particularly evident for the

(AC–Rep) contrast in speech mode. It extends over N1, P2, and N2.
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Fig. 4. ERP mismatch responses after the 4th stimulus for the different conditions in speech and non-speech mode. Left, the colored rectangle identifies the time

window during which an MMR was present. Green rectangles correspond to comparisons isolating an acoustical effect and yellow to comparisons isolating a

phonemic effect. Right, MMR topographies (z-score maps) at the maximum of the response.
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Non-speech mode

For the first time window (100–150 ms), no mismatch response

was present in the non-speech mode [Electrode � Condition:

F(3,33) b 1 for all contrasts]. The mismatch response appeared in

the second time window (150–190 ms), and was similar for both

changes [Electrode � Condition for WC–Repetition: F(3,33) =

3.1, P = 0.041, AC–Repetition: F(3,33) = 4.09, P = 0.014 and AC–

WC: F(3,33) b 1]. In the third time window, the mismatch

response was extinct (ps N 0.15). No interaction with hemisphere

was significant in these analyses.

Speech mode

For the first time window (100–150 ms), a mismatch response

was recorded for the phonemic contrast AC–Repetition [Electrode�
Condition: F(3,33) = 4.9, P = 0.006] but not for the acoustic

contrast WC–Repetition [F(3,33) b 1]. However, the difference

between AC and WC did not reach significance [Electrode � AC–

WC: F(3,33) = 2.2, P = 0.11]. Post hoc analyses of the phonemic

mismatch response restricted to each electrode location revealed

significant asymmetries over the temporal and the frontocentral

channels [Hemisphere � AC–Rep, respectively: F(1,11) = 6.9, P =

0.023 and F(1,11) = 5.2, P = 0.043].

For the second time window (150–190 ms), the mismatch

response decreased for the phonemic contrast but was still present
[Electrode � Condition: F(3,33) = 2.75, P = 0.059]. No mismatch

response was present for the acoustic contrast WC–Repetition and

a significant interaction Hemisphere � Electrode � AC–WC was

observed [F(3,33) = 3.5, P = 0.025]. Post hoc analyses of the

phonemic mismatch response showed the same significant

asymmetries over the temporal and the frontocentral channels as

for the previous window for the contrast AC–Repetition (Hemi-

sphere � Condition: ps b 0.02) but also for the contrast AC–WC

(ps b 0.031).

For the third time window (210–274 ms), the phonemic

mismatch response was still present, although weak [Electrode �
Condition F(3,33) = 2.8, P = 0.055] and for the first time a

significant mismatch response was observed for the acoustic

contrast WC–Rep [F(3,33) = 3.1, P = 0.038]. No significant

difference between the two mismatch responses was present. No

significant interaction with hemisphere was present during this

time window.

Interactions with mode of perception

If the time course of the mismatch responses is affected by

mode of perception, we expect a significant interaction Electrodes�
Mode � AC–Rep during the first time window. Indeed, it is what

was obtained [F(3,33) = 2.8, P = 0.054]. This was due to an effect of

mode for the AC condition [Electrode � Mode: F(3,33) = 3.9, P =
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0.016]. No such interaction was obtained for the acoustic contrast

WC–Rep (WC–Rep � Electrodes � Mode: F b 1).

During the second time window, a mismatch response

developed for the acoustic contrasts in the non-speech mode,

while the acoustic contrast in the speech mode (WC–Rep) was not

significant. This created a marginally significant interaction WC–

Rep � Electrodes � Mode [F(3,33) = 2.9, P = 0.051]. No

interaction with mode of perception was present during the third

time window.

Although the mismatch response topographies appear to be

differently distributed over the left and right hemispheres in the

speech and non-speech modes, especially over the temporal areas

(Fig. 4), no significant effect of hemisphere was found in the

ANOVAs.

fMRI

Regions affected by mode of perception

The first analysis aimed at identifying the circuits responding

differentially when the subject perceived the stimuli as syllables or

as whistles, by looking at the interaction between Mode (speech–

non-speech) and the contrast Sound (AC + WC + Rep) minus

Silence. The only region that appeared was the posterior part of the

left superior temporal gyrus extending along the superior temporal

sulcus (see Table 1, and Fig. 5). We checked that this cluster was

identified in the interactions between Mode (speech–non-speech)

and each of the three conditions minus Silence. The cluster

extended over 57 voxels (z value = 3.96 at local maximum) for AC

by Mode, 30 voxels (z = 2.96) for WC by Mode, and 80 voxels

(z = 3.07) for Rep by Mode. The reverse interaction (non-speech �
speech) � (sound � silence) did not identify any areas that were

more active in the non-speech than in the speech mode.
Table 1

Brain areas more activated in speech mode than in non-speech mode

Area No.

of voxels

in cluster

Cluster-level

P value

(corrected)

Z value

at local

maximum

Talairach

coordinates

x y z

1. Sound–Silence � Speech–Non-speech

Left post STS

(area 22)

69 0.001 3.09 �56 �40 0

Left post STG

(area 22)

�60 �24 4

2. AC–Rep � Speech–Non-speech

Left SMG

(area 40)

27 0.019 3.34 �52 �52 44

Right SMG

(area 40)

27 0.019 2.77 40 �44 52

Left thalamus 19 0.069 3.27 �12 �16 0

3. AC–WC � Speech–Non-speech

Left SMG

(area 40)

43 0.004 2.97 �52 �36 32

2.96 �48 �52 40

4. WC–Rep � Speech–Non-speech

No activated

areas

STS: superior temporal sulcus; STG: superior temporal gyrus; SMG:

supramarginal gyrus.
The second series of analyses aimed at identifying the networks

involved in acoustic and phonemic discrimination (Table 2). In the

non-speech mode, all the changes were by definition acoustic: The

areas significantly more activated by a change of stimulus than by

repetition (WC+AC–Rep) were left and right subcortical structures

(thalami, putamen, caudate), and a left inferior frontal cluster

extending from the anterior insula to the frontal operculum. No

significant differences were present between the two types of

change, (AC–WC) and (WC–AC). In speech mode, the (WC–Rep)

contrast is also an acoustic change with no linguistic value. This

contrast identified regions similar to those in non-speech mode: left

thalamus and putamen, left insula extending to the frontal

operculum, and a cluster in the left anterior cingulate gyrus. The

WC–Rep contrast yielded similar activations in speech mode and

in non-speech mode.

The circuit involved in the detection of a phonemic change in

the speech mode (AC–Rep) involved left thalamus and basal

ganglia, both insula, the anterior cingulate gyrus, the posterior part

of the left superior temporal sulcus and the infero-parietal regions

on both sides (Fig. 5). The regions in that network that are specific

to a phonemic network are revealed by the AC–WC contrast in the

speech mode and by the interactions of AC–Rep and AC–WC with

mode of perception. The first comparison isolated the left and right

supramarginal gyri that were more activated in AC than in WC in

speech mode. The second comparison (Mode of perception � AC–

Rep) found the same regions plus the left thalamus while Mode of

perception � AC–WC isolated only the left supramarginal gyrus.

Thus, the supramarginal gyri, especially on the left, were

significantly more activated by a phonemic change than by

acoustic changes. No areas were isolated in the (WC–AC),

(Rep–AC), and (Rep–WC) contrasts.

To examine decision and response processes, we performed an

analysis contrasting trials in which the subjects respond bsameQ vs.
trials in which they respond bdifferentQ. This analysis identified

the left thalamus and basal ganglia, the anterior cingulate, the left

insula, and the left operculum. No significant cluster was

identified by the interaction of this contrast with mode of

perception.

Lateralization

To study whether these networks were significantly lateralized,

smoothed contrast images were flipped by applying a linear

transformation matrix that switched the left and the right hemi-

spheres for each subject. We then obtained individual asymmetry

images by subtracting the original contrast image from their flipped

versions. Those images were entered into a random-effect analysis,

which tested whether the amount of activation for the contrast of

interest was significantly larger in one hemisphere relative to the

other (voxel P b 0.001, cluster P b 0.05 corrected). In both modes,

all the areas activated by the stimuli (sound–silence contrast) were

significantly asymmetric favoring the left side. Only a cluster in the

left supramarginal gyrus was more asymmetric in the speech mode

than in the non-speech mode (Table 3).
Discussion

Because of their spatial and temporal characteristics, ERP and

fMRI do not provide the same types of information. Therefore, we

will first discuss the ERPs results in order to study how the mode

of perception affects the first stages of processing of the auditory



Fig. 5. AC minus Rep in speech mode. Sagittal and axial maps showing significant clusters of the random analysis superimposed on a representative brain. This

contrast illustrates the three functional regions isolated in the discrimination task: (A) anterior and subcortical regions sensitive to a change of stimulus, (B)

posterior part of the superior temporal sulcus sensitive to the mode of perception, and (C) supramarginal gyrus sensitive to a change of phoneme. See Table 2

for the full description of the extension and localization of the activated clusters in this contrast. Bar diagrams indicate the percentage of signal change from

silence for the three conditions in each mode at the indicated locations. A star signals a significant comparison between the conditions in brackets.
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signal. Then, the fMRI results will help to determine the

localization of the involved networks.

ERPs

Our paradigm allows a comparison of the ERPs to the same

stimulus presented in different context conditions. If a significant

difference, or mismatch response, is present, it can only be due to

the computation of the difference between the target and the

preceding context. This response gives us access to the code of the

auditory representations that are stored in sensory memory. Our

goal was thus to study how the properties of the mismatch response

(latency, duration, and topography) are affected by the mode of

perception (speech vs. non-speech) and by the nature of the change

in speech mode (WC: acoustic vs. AC: phonemic).

The present data allow rejection of several hypotheses. First, the

detection of a change between two auditory stimuli could have

depended only on the physical distance between the stimuli.

Because the stimuli are physically identical in both modes of

perception, the mismatch response (MMR) should have been
similar in the speech and non-speech mode and in acoustic and

phonemic trials. This was not the case. For the phonemic contrast

(AC condition in speech mode), the onset of the MMR was fast

and the MMR extended over 100 ms whereas in the acoustic

contrasts, the onset of a significant MMR was delayed and the

MMR duration shorter. In particular, the MMR for an identical

change (AC–Rep) was significantly different in the two listening

modes suggesting that a more efficient network was involved when

the stimuli were processed as speech in the second half of the

experiment.

A second hypothesis may explain the efficiency of the

discrimination network in the speech mode not because of the

involvement of a different network in this mode (e.g., phonemic vs.

acoustic) but because of longer exposure to the stimuli when

subjects are in the second part of the experiment. After long

exposure to the same stimuli, subjects would have learned to

perceive the slight differences between the stimuli. A first

argument against this hypothesis is the abrupt change in perform-

ance when subjects shifted to speech mode. Second, learning

would imply an improvement of the discrimination responses in all



able 2

rain areas activated by the detection of a change

rea No. of

voxels

in cluster

Cluster-level

P value

(corrected)

Z value at

local

maximum

Talairach

coordinates

x y z

. Acoustical change in non-speech mode (AC + WC–Rep)

ight thalamus/basal ganglia 132 b0.001 4.10 8 0 12

eft thalamus/basal ganglia 3.60 �16 8 �16

eft anterior insula 44 0.001 2.87 �36 16 �4

eft infero frontal gyrus 2.67 �56 8 4

eft precentral gyrus 31 0.003 3.48 28 �16 40

. Acoustical change in speech mode (WC–Rep)

eft anterior insula 212 b0.001 4.04 �32 24 �4

eft infero frontal gyrus 3.88 �52 12 0

eft precentral gyrus 3.63 �56 4 32

eft cingulate gyrus 69 b0.001 3.71 �8 20 40

ight anterior insula 32 0.013 3.67 36 16 �4

eft thalamus/basal ganglia 63 b0.001 3.66 �12 �8 4

. Phonetic change in speech mode (AC–Rep)

ight insula 470 b0.001 4.62 32 16 �8

eft anterior insula 4.20 �36 16 �8

eft thalamus/basal ganglia 4.07 �8 12 4

eft precentral sulcus 56 b0.001 3.94 �32 12 48

eft SMG 115 b0.001 3.88 �52 �52 40

eft cingulate gyrus 78 b0.001 3.65 �12 8 52

ight SMG 111 b0.001 3.63 48 �32 52

eft posterior STG and STS 40 0.001 3.34 �60 �36 �4
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conditions. This was not observed. Whereas responses were

significantly faster and more accurate for repetition and AC trials

in the speech than in the non-speech mode, there was no effect of

mode on reaction times for WC (918 vs. 923 ms) and accuracy in

the detection of a change in this condition decreased (40% vs.

22%). Furthermore, the MMR was delayed for the acoustic

contrast in speech mode, becoming significant only after 210 ms;

that is 60 ms after the onset of the MMR for the same contrast in

the non-speech mode. This suggests that the differences observed
Table 3

Left–right asymmetries (left N right)

Area No. of voxels

in cluster

Cluster-level P

value (corrected)

Z value at

local maximum

Talairach coordinates

x y z

1. Sound–Silence � Speech–Non-speech

Left thalamus 24 0.006 3.21 �20 �20 4

Left SMG 17 0.031 2.76 �32 �64 48

2. AC–Rep � Speech–Non-speech

Left SMG 16 0.047 3.27 �52 �52 44

3. AC–WC � Speech–Non-speech

Left SMG 32 0.001 3.12 �52 �48 40

Left anterior insula 20 0.016 3.94 �44 12 �8

4. WC–Rep � Speech–Non-speech

No activated areas

5. WC–Rep � Non-speech– Speech

Left anterior insula 15 0.051 3.08 �40 16 �4
between the speech and non-speech modes were not related to

duration of exposure but rather to a switch in perception involving

partially distinct neural processes.

Our results are thus best explained by a third hypothesis stating

that the discrimination responses for AC do not involve the same

networks in both modes. A phonemic representation is computed

in speech mode as demonstrated by the categorical effect for the

MMRs in the speech mode (i.e., a significant difference between

MMRs for AC and WC), whereas no difference was observed
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between these two conditions in the non-speech mode. Several

ERP experiments have already demonstrated that mismatch

responses are sensitive to properties of phoneme perception such

as categorical perception, normalization, and subjects’ native

language. As here, the MMR for a nonpertinent linguistic change

(i.e., within-category changes or changes that cross non-native

phonemic boundaries) is generally weaker, or sometimes absent,

compared to the robust phonemic MMR (Aaltonen et al., 1992;

Dehaene-Lambertz, 1997; Näätänen et al., 1997; Phillips et al.,

2000; Rivera-Gaxiola et al., 2000; Sharma and Dorman, 2000;

Winkler et al., 1999). Here, we add that the categorical effect

observed for linguistic MMR cannot be explained by an underlying

discontinuity in acoustic mismatch responses.

Previous work has shown that a longer duration and an earlier

onset of mismatch responses are correlated with better discrim-

ination performances (Tiitinen et al., 1994; Tremblay et al., 1998).

This is confirmed in the present experiment. The shorter latency

and faster duration of the MMR, associated with better accuracy in

performance and faster reaction times, suggest that the phonemic

representation is computed faster and more efficiently than the

acoustic representation of the same stimuli. Furthermore, because

of the slower MMR for WC in speech mode as compared to the

non-speech mode (60-ms delay), it is possible that the phonemic

network, once activated by speech, exerts an inhibitory influence

on the concurrent auditory representations to prevent interference

from nonlinguistically pertinent differences (Liberman et al., 1981;

Liebenthal et al., 2003).

Phonemic perception has been strongly associated in the

literature with the left hemisphere. Here, a global difference

between the speech and non-speech modes of perception was

observed mainly over the left hemisphere. Furthermore, the

phonemic MMR was more lateralized than the acoustic MMRs

for which no interaction with hemisphere was significant. A similar

topography has been already described for phonemic discrim-

ination (Dehaene-Lambertz, 1997; Dehaene-Lambertz et al., 2000;

Näätänen et al., 1997). Näätänen et al. (1997), using MEG,

localized the origin of the phonemic response to the left planum

temporale. Because of the difficulties of localizing active regions

with ERPs, we will now examine the results obtained with fMRI.

fMRI

To summarize the fMRI results, we have isolated three sets of

regions with distinct response profiles mode (Fig. 5). The first one

located in the posterior part of the temporal lobe along the left

superior temporal sulcus, is more activated in all speech conditions

relative to non-speech conditions. The second in the left supra-

marginal gyrus is significantly more asymmetric in the speech than

in the non-speech mode and is sensitive to the presence of a

linguistic change. This region is not activated during trials with an

acoustic change even when the stimuli are physically identical

(e.g., AC–Rep contrast in non-speech mode). The third region

comprised the thalami, the basal ganglia, the insula and the frontal

operculum, mainly in the left hemisphere and is more activated in

trials with a change of stimulus relative to repetition trials or in

trials in which subjects respond bdifferentQ relative to the trials in

which they respond bsameQ.
Neuropsychological studies have reported the left superior

temporal and supramarginal regions as being the more common

affected areas in phoneme processing deficits (Caplan et al., 1995;

Dronkers et al., 2000). Neuroimaging studies have also found both
regions to be activated in linguistic perceptual tasks (Binder et al.,

2000; Burton et al., 2000; Celsis et al., 1999; Perani et al., 1996).

In our experiment, the posterior temporal region was more

sensitive to the mere property of the stimuli being perceived as

speech independently of the condition. In each mode, the

percentage of signal change was almost similar in all types of

trials (AC, WC, and repetition). The supramarginal activation was

more specific, being significantly present only in trials with a

phonemic change. This suggests that these two regions may play

different roles. The involvement of the temporal cortex in the

speech non-speech contrast is congruent with several studies

showing that the superior temporal region responds more strongly

to speech than to non-speech sounds (Belin et al., 2002; Benson et

al., 2001; Binder et al., 2000; Jäncke et al., 2002; Perani et al.,

1996; Vouloumanos et al., 2001). In a meta-analysis of four

studies, Binder et al. (2000) reported that the mean of the peaks of

significant activation differences for speech and non-speech sounds

is at x = �55.5 (SD 2.3), y = �20.2 (SD 10.9), z = 0.3 (SD 4.1) in

the left hemisphere. This point lies within the anterior part of our

cluster, which also extends backward to the posterior superior

temporal sulcus. The latter appears essential in syllable processing.

Boatman et al. (1997) have reported in five patients that the

stimulation of one temporal electrode in this region elicited a

deficit in syllable discrimination. The more posterior part of the

temporal region is also activated when phonological representa-

tions are accessed through devices other than auditory input, such

as lip reading (Calvert and Campbell, 2003; Calvert et al., 1997),

word generation (Buchsbaum et al., 2001; Wise et al., 2001), sign

language processing (Petitto et al., 2000), and reading (Paulesu et

al., 2000, 2001). It is possible that top-down attention amplifies

those speech representation, thus bringing knowledge of the

characteristics of a human voice to supplement the poverty of

the sinewave input and integrate its acoustical features into

phonemic representations. Although sinewave speech does not

sound like human speech, the peaks of activation to vocal

productions reported by Belin et al. (2000) are located at the

anterior and internal part of our cluster (e.g., x = �60, y = �23, z =

6 in experiment 3; Belin et al., 2000). An effect of mode of

perception is detected as soon as 56 ms (P1) in the ERPs. The

origin of P1 has been attributed to activity in the superior temporal

gyrus by epidural recordings (Eggermont and Ponton, 2002). This

region, defined as the parabelt in humans, is connected to the upper

and lower banks of the superior temporal sulcus. The electro-

physiological result is thus compatible with an early activation of

the temporal fMRI cluster. Given the background literature, we

tentatively propose that the superior temporal activations that we

observed reflect the greater deployment of early speech-specific

phoneme and syllable processing in speech mode.

The fact that this temporal cluster is not sensitive to a change of

phoneme in the present study is unexpected but may be related to

two factors. First, our paradigm is based on a habituation–

dishabituation design and assumes that repetition induces a

decrease of activity that recovers when a change of stimulus is

perceived. It is possible that no habituation occurs in this region

because in speech, repetition carries as much as information as a

change. For example, /dada/ and /daba/ are two possible words.

Thus, each stimulus whether standard or deviant, elicits the same

activation and no difference is detected when a change of stimulus

occurs. However, repetition induced a decrease in ERPs amplitude

even when the sinewave stimuli were perceived as syllables, thus

contradicting this hypothesis. A second explanation relates to the
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difficulties of the task. The stimuli were impoverished syllables

that differed subtly, and were presented in the noisy environment of

fMRI. Although the stimuli were presented during a short silent

period of the scanner, the magnet noise could have had a forward

or backward masking effect. Attentional effects or other top-down

processes might thus have activated this region more in fMRI

relative to what was recorded during the quiet and less stressful

ERP experiment. This region may also be reactivated at the end of

each trial if subjects check whether their response was correct. In

both cases, this region would be activated similarly for repetition

trials and change trials because fMRI, contrary to ERPs, cannot

separate early and late events occurring during perception.

We now turn to the cluster sensitive to phonemic changes,

located in the supramarginal gyrus. Although activations in the left

inferior parietal region are commonly found in neuroimaging

studies using syllable discrimination tasks (Burton et al., 2000;

Celsis et al., 1999; Jacquemot et al., 2003), it is not clear whether

its role is purely sensory or more indirect, for instance reflecting

retrieval in verbal working memory (Paulesu et al., 1993). In our

experiment, the subjects’ performance was clearly different in AC

trials in speech mode relative to the other conditions. Our

experiment thus cannot easily disentangle early encoding processes

from later decision or memory processes.

Several models have tried to explain the role of the inferior

parietal cortex in phoneme processing. In primates, the cortical

auditory system has been divided into two processing streams, a

spatial stream projecting to the parietal cortex from the superior

temporal gyrus and an object stream associated with vocalizations

projecting to the anterior temporal and frontal areas (Poremba et

al., 2003; Rauscheker and Tian, 2000). A similar distinction has

been proposed for the human cortex. However, if the concept of

multiple parallel processing streams can certainly be generalized

to the human auditory system, the attribution of a bwhatQ and a

bwhereQ role to the ventral and the parietal stream, respectively,

should be clarified. The role of the human parietal lobe in

phoneme processing is not easily explained by a bwhereQ function
except after a broad extension of the notion of bwhereQ. Wise et al.

(2001) suggest that spatial attention is necessary to direct motor

responses, among them articulatory responses especially during

the repetition of speech and non-speech sounds. Belin and Zatorre

(2000) suggest that spatial localization and spectral motion,

important for speech perception, share many properties and could

be processed by networks sharing similar features, such as a

dorsal localization in the auditory system. Hickok and Poeppel

(2000) propose another model based also on a dual-route concept.

For them, after a sound-based representation of speech is

constructed in the posterior superior temporal region, one pathway

goes ventrally and is involved in the interfacing of these

representations with widely distributed conceptual representations.

The second pathway involves the inferior parietal and frontal

system and is involved in tasks that require explicit access to

sublexical speech segments, because these structures are part of a

sensory–motor interface system. The fact that our parietal cluster

was not activated by all changes but only by the phonemic change

does not favor a general explanation in terms of spectral motion of

the auditory signal, as proposed by Wise et al. (2001) or Belin and

Zatorre (2000). Its localization, close to sensory representations of

the mouth, rather implies a sensory–motor interface as suggested

by Hickok and Poeppel (2000). Buccino et al. (2001) reported that

observation of mouth movement activates a region close to our

cluster (x = 52 y = �32 z = 44 and x = �36 y = �52 z = 44 in
their study vs. x = 40 y = �44 z = 52 and x = �52 y = �52 z =

44 in ours). Although the movements studied by Buccino et al.

were not related to speech, we can postulate that effector-related

representations of speech movements are also present in the

parietal lobe and may contribute to the phonological store of

short-term verbal memory (Paulesu et al., 1993). In this context,

the activation observed in the supramarginal gyrus might

correspond to temporary phonological storage after a perceived

change of syllable.

The third interesting region comprises subcortical structures,

insula, and frontal operculum. Although neuropsychological and

electrical stimulation studies have found that posterior sites are

those mostly responsible for phonemic processing, some functional

imaging studies have reported activations in Broca’s area for

phonemic discrimination and phoneme monitoring tasks (Burton et

al., 2000; Zatorre et al., 1992, 1996). These activations have been

related either to articulatory gestures in order to process fine-

grained distinctions (Zatorre et al., 1996), or to segmentation of

syllables into phonemic units (Burton et al., 2000). However,

frontal activations in the same regions have also been observed in

experiments involving non-linguistic stimuli (Fiez et al., 1995) and

even visual stimuli (Linden et al., 1999), suggesting that they may

be not specific of phonemic processing but related to response

selection when a target is detected, or to attentional demand when

stimuli are complex. In a recent paper, Binder et al. (2004), using a

speech identification task in noise, were able to distinguish

between a sensory component located in the superior temporal

areas, correlated with accuracy of identification, and a decision

component located in the anterior insula and adjacent medial

frontal opercular cortex, strongly correlated with choice RT. The

frontal cluster activated in our experiment in all change conditions,

either acoustic or phonemic, are very closed to the frontal region

identified by Binder et al. Because neither articulatory gestures, nor

syllable segmentation seem relevant to explain the activation

observed in non-speech mode, our result confirms Binder et al.’s

interpretation of frontal activations as relating to decision process.

Hemispheric asymmetries

The lateralization of phoneme perception has been attributed by

some authors to the acoustical structure of speech stimuli in

conjunction with structural asymmetries between the left and right

hemispheres. More fine and myelinated fibers in the left hemi-

sphere would tend to process fine temporal information while large

fibers in the right hemisphere would be more efficient to process

spectral information (Zatorre and Binder, 2000). A leftward

asymmetry to speech sounds is indeed observed in other mammals:

For example, King et al. (1999) recorded stronger evoked

responses in the left thalamus of guinea pigs in response to speech

stimuli (CV syllables). Our results partially support this hypothesis.

On the one hand, our stimuli were processed asymmetrically

favoring the left hemisphere in both speech and non-speech mode.

However, on the other hand, activation in the left thalamus and the

left supramarginal gyrus was even more asymmetric in the speech

than in the non-speech mode. This suggests that general auditory

characteristics are not sufficient to explain hemispheric asymmetry

in phoneme perception. The left hemisphere presents a special-

ization for speech stimuli that goes beyond stimulus-driven

characteristics; its contribution is best described here as providing

a top-down bspeech processingQ mode, even when the stimuli can

be ambiguously processed as speech or non-speech.
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Conclusion

The present work emphasizes three points. First, the same

auditory stimuli are processed differentially depending on whether

they are perceived as speech or as nonsense electronic whistles.

Second, the posterior part of the superior temporal sulcus and the

supramarginal gyrus are crucial areas for syllable processing but

are not involved in the processing of the same physical dimension

when the stimuli are not perceived as speech. Third, non-

phonemic auditory representation and phonemic representation

are computed in parallel, but the phonemic network is more

efficient and its activation may have an inhibitory effect on the

acoustical network. These properties validate the notion of a

distinct speech mode in the human brain. Further research should

determine to what extent this organization is laid down in the

course of language acquisition and to what extent it is already

present early in infancy (Dehaene-Lambertz and Baillet, 1998;

Dehaene-Lambertz et al., 2002; Eimas et al., 1971).
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